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 Tensor Decomposition

 Underexplored Temporal & Structural Information

Dynamic Embedding Learning Experimental Results

• Static and invariant latent factors cannot reflect evolving 
properties of entities, e.g. user preferences, commodity 
popularity and patient health status 

• Under utilized structural knowledge of the data

 Trajectory Learning

 Simulation & Ablation Study

 Diffusion Process on Multi-Partite Graphs

 Reaction Process of Individual Entities

 Entry Value Generation

 Prediction Performance

• Capture correlations between related entities via diffusion process

• Formulate entity self-evolvement

• Nonlinear tensor decomposition

• To capture underlying dynamics accurately, both diffusion and reaction processes are 
essential

• Enhanced prediction results with dynamic embeddings

• Improved performance

CA Weather: 7x6x30x30, 15K
CA Traffic: 7x6x20x20, 30K
Server Room: 34x3x3, 10K
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