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ML-based PDE Solver

• General form of PDE

• ML slovers of PINN[1] family: 

Differential opeartor

Equations in domain Boundary conditions 

Target solution

- Parameterized model (DNN) as the approx. of u: 

- Canonical objective func. :

Residual term
Boundary term

[1] Raissi, M., Perdikaris, P., and Karniadakis, G. E. (2019). Physics-informed neural networks: A deep learning framework for solving forward and 

inverse problems involving nonlinear partial differential equations. 
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Hard cases: high-freq. + multi-scale PDEs

• Examples: 

• Current NN-based ML solvers hard to handle such cases, because:

[1] Rahaman, N., Baratin, A., Arpit, D., Draxler, F., Lin, M., Hamprecht, F., Bengio, Y., and Courville, A.(2019). On the spectral bias of neural networks. ICML

- “Specturm bias”[1] in NN training

- Easy to capture low-freq. info, hard to capture high-freq.
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Motivation of GP-HM(our work)

• Apply Gaussian Processes(GPs) with proper kernels as an alternative ML solver

[1] Rahaman, N., Baratin, A., Arpit, D., Draxler, F., Lin, M., Hamprecht, F., Bengio, Y., and Courville, A.(2019). On the spectral bias of neural networks. ICML\\

Goals: 

- Model the PDE solution in the frequency domain

- Estimate the target frequencies from covariance function

Kernel Learning &

Wiener-Khinchin Theorm
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Model of GP-HM

• Model PDE solution’s power spectrum with a mixture of student-t (St) distribution 

[1] Rahaman, N., Baratin, A., Arpit, D., Draxler, F., Lin, M., Hamprecht, F., Bengio, Y., and Courville, A.(2019). On the spectral bias of neural networks. ICML\\

Non-negative 

component weight
One principle frequency

• Alternative: a mixture of Gaussian distribution 

(distribution of function in frequency domain: norm of FT[u] )
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From spectrum to covariance

• Apply Wiener-Khinchin theorem: transform spectrum to valid covariance function (kernel)

From the mixure of student-t:  

From the mixure of Gaussian: (known as spectral mixture kernel)  
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Objective and inference

• Inference: maximize log joint probability

• Parameters to learn: 

- Solution values at grid points: 

- Kernel parameters (freq., weights…):

- Observation noises (in domain & boundary):

GP priors of the solution

(compute from the kernel)

Likelihood of the boundary

conditions

Likelihood on the differential 
terms in domain

Recap: loss func. of PINN :
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Structured kernel for efficient computation 

- Kronecker product structure of kernel matrix- Product kernel and cross covariance:

For grids with resolution                             , we will have                      allocation points  

Original GP cost:

- Time:

- Space:

GP-HM cost:

- Time:

- Space: 
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Numerical results
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Numerical results: visulization



Thank you!

Q&A
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