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Abstract

Timely and cost-effective analytics over “big data” has emerged as a
key ingredient for success in many businesses, scientific and engineering
disciplines, and government endeavors. Web clicks, social media, scien-
tific experiments, and datacenter monitoring are among data sources
that generate vast amounts of raw data every day. The need to convert
this raw data into useful information has spawned considerable inno-
vation in systems for large-scale data analytics, especially over the last
decade. This monograph covers the design principles and core features
of systems for analyzing very large datasets using massively-parallel
computation and storage techniques on large clusters of nodes. We
first discuss how the requirements of data analytics have evolved since
the early work on parallel database systems. We then describe some of
the major technological innovations that have each spawned a distinct
category of systems for data analytics. Each unique system category
is described along a number of dimensions including data model and
query interface, storage layer, execution engine, query optimization,
scheduling, resource management, and fault tolerance. We conclude
with a summary of present trends in large-scale data analytics.
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1
Introduction

Organizations have always experienced the need to run data analyt-
ics tasks that convert large amounts of raw data into the information
required for timely decision making. Parallel databases like Gamma
[75] and Teradata [188] were some of the early systems to address this
need. Over the last decade, more and more sources of large datasets
have sprung up, giving rise to what is popularly called big data. Web
clicks, social media, scientific experiments, and datacenter monitoring
are among such sources that generate vast amounts of data every day.

Rapid innovation and improvements in productivity necessitate
timely and cost-effective analysis of big data. This need has led to
considerable innovation in systems for large-scale data analytics over
the last decade. Parallel databases have added techniques like columnar
data storage and processing [39, 133]. Simultaneously, new distributed
compute and storage systems like MapReduce [73] and Bigtable [58]
have been developed. This monograph is an attempt to cover the de-
sign principles and core features of systems for analyzing very large
datasets. We focus on systems for large-scale data analytics, namely,
the field that is called Online Analytical Processing (OLAP) as opposed
to Online Transaction Processing (OLTP).

2



1.1. Requirements of Large-scale Data Analytics 3

We begin in this chapter with an overview of how we have organized
the overall content. The overview first discusses how the requirements
of data analytics have evolved since the early work on parallel database
systems. We then describe some of the major technological innovations
that have each spawned a distinct category of systems for data ana-
lytics. The last part of the overview describes a number of dimensions
along which we will describe and compare each of the categories of
systems for large-scale data analytics.

The overview is followed by four chapters that each discusses one
unique category of systems in depth. The content in the following chap-
ters is organized based on the dimensions that will be identified in this
chapter. We then conclude with a summary of present trends in large-
scale data analytics.

1.1 Requirements of Large-scale Data Analytics

The Classic Systems Category: Parallel databases—which consti-
tute the classic system category that we discuss—were the first sys-
tems to make parallel data processing available to a wide class of users
through an intuitive high-level programming model. Parallel databases
were based predominantly on the relational data model. The declara-
tive SQL was used as the query language for expressing data processing
tasks over data stored as tables of records.

Parallel databases achieved high performance and scalability by
partitioning tables across the nodes in a shared-nothing cluster. Such a
horizontal partitioning scheme enabled relational operations like filters,
joins, and aggregations to be run in parallel over different partitions of
each table stored on different nodes.

Three trends started becoming prominent in the early 2000s that
raised questions about the superiority of classic parallel databases:

• More and more companies started to store as much data as they
could collect. The classic parallel databases of the day posed ma-
jor hurdles in terms of scalability and total cost of ownership as
the need to process these ever-increasing data volumes arose.

• The data being collected and stored by companies was diverse in
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structure. For example, it became a common practice to collect
highly structured data such as sales data and user demographics
along with less structured data such as search query logs and web
page content. It was hard to fit such diverse data into the rigid
data models supported by classic parallel databases.

• Business needs started to demand shorter and shorter intervals
between the time when data was collected (typically in an OLTP
system) and the time when the results of analyzing the data were
available for manual or algorithmic decision making.

These trends spurred two types of innovations: (a) innovations aimed
at addressing the deficiencies of classic parallel databases while pre-
serving their strengths such as high performance and declarative query
languages, and (b) innovations aimed at creating alternate system ar-
chitectures that can support the above trends in a cost-effective man-
ner. These innovations, together with the category of classic parallel
database systems, give the four unique system categories for large-scale
data analytics that we will cover. Table 1.1 lists the system categories
and some of the systems that fall under each category.

1.2 Categorization of Systems

The Columnar Systems Category: Columnar systems pioneered
the concept of storing tables by collocating entire columns together
instead of collocating rows as done in classic parallel databases. Systems
with columnar storage and processing, such as Vertica [133], have been
shown to use CPU, memory, and I/O resources more efficiently in large-
scale data analytics compared to row-oriented systems. Some of the
main benefits come from reduced I/O in columnar systems by reading
only the needed columns during query processing. Columnar systems
are covered in Chapter 3.

The MapReduce Systems Category: MapReduce is a program-
ming model and an associated implementation of a run-time system
that was developed by Google to process massive datasets by harness-
ing a very large cluster of commodity nodes [73]. Systems in the classic



1.2. Categorization of Systems 5

Category Example Systems in this Category
Classic Aster nCluster [25, 92], DB2 Parallel Edition [33],

Gamma [75], Greenplum [99], Netezza [116], SQL
Server Parallel Data Warehouse [177], Teradata [188]

Columnar Amazon RedShift [12], C-Store [181], Infobright [118],
MonetDB [39], ParAccel [164], Sybase IQ [147], Vec-
torWise [206], Vertica [133]

MapReduce Cascading [52], Clydesdale [123], Google MapReduce
[73], Hadoop [192, 14], HadoopDB [5], Hadoop++
[80], Hive [189], JAQL [37], Pig [94]

Dataflow Dremel [153], Dryad [197], Hyracks [42], Nephele [34],
Pregel [148], SCOPE [204], Shark [195], Spark [199]

Table 1.1: The system categories that we consider, and some of the systems that
fall under each category.

category have traditionally struggled to scale to such levels. MapReduce
systems pioneered the concept of building multiple standalone scalable
distributed systems, and then composing two or more of these systems
together in order to run analytic tasks on large datasets. Popular sys-
tems in this category, such as Hadoop [14], store data in a standalone
block-oriented distributed file-system, and run computational tasks in
another distributed system that supports the MapReduce programming
model. MapReduce systems are covered in Chapter 4.

The Dataflow Systems Category: Some deficiencies in MapReduce
systems were identified as these systems were used for a large number
of data analysis tasks. The MapReduce programming model is too re-
strictive to express certain data analysis tasks easily, e.g., joining two
datasets together. More importantly, the execution techniques used by
MapReduce systems are suboptimal for many common types of data
analysis tasks such as relational operations, iterative machine learn-
ing, and graph processing. Most of these problems can be addressed
by replacing MapReduce with a more flexible dataflow-based execution
model that can express a wide range of data access and communication
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patterns. Various dataflow-based execution models have been used by
the systems in this category, including directed acyclic graphs in Dryad
[197], serving trees in Dremel [153], and bulk synchronous parallel pro-
cessing in Pregel [148]. Dataflow systems are covered in Chapter 5.

Other System Categories: It became clear over time that new sys-
tems can be built by combining design principles from different system
categories. For example, techniques used for high-performance process-
ing in classic parallel databases can be used together with techniques
used for fine-grained fault tolerance in MapReduce systems [5]. Each
system in this coalesced category exposes a unified system interface
that provides a combined set of features that are traditionally associ-
ated with different system categories. We will discuss coalesced systems
along with the other system categories in the respective chapters.

The need to reduce the gap between the generation of data and the
generation of analytics results over this data has required system devel-
opers to constantly raise the bar in large-scale data analytics. On one
hand, this need saw the emergence of scalable distributed storage sys-
tems that provide various degrees of transactional capabilities. Support
for transactions enables these systems to serve as the data store for on-
line services while making the data available concurrently in the same
system for analytics. The same need has led to the emergence of par-
allel database systems that support both OLTP and OLAP in a single
system. We put both types of systems into the category called mixed
systems because of their ability to run mixed workloads—workloads
that contain transactional as well as analytics tasks—efficiently. We
will discuss mixed systems in Chapter 6 as part of recent trends in
massively parallel data analytics.

1.3 Categorization of System Features

We have selected eight key system features along which we will describe
and compare each of the four categories of systems for large-scale data
analytics.

Data Model and Interfaces: A data model provides the definition
and logical structure of the data, and determines in which manner data
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can be stored, organized, and manipulated by the system. The most
popular example of a data model is the relational model (which uses
a table-based format), whereas most systems in the MapReduce and
Dataflow categories permit data to be in any arbitrary format stored in
flat files. The data model used by each system is closely related to the
query interface exposed by the system, which allows users to manage
and manipulate the stored data.

Storage Layer: At a high level, a storage layer is simply responsible
for persisting the data as well as providing methods for accessing and
modifying the data. However, the design, implementation and features
provided by the storage layer used by each of the different system cat-
egories vary greatly, especially as we start comparing systems across
the different categories. For example, classic parallel databases use in-
tegrated and specialized data stores that are tightly coupled with their
execution engines, whereas MapReduce systems typically use an inde-
pendent distributed file-system for accessing data.

Execution Engine: When a system receives a query for execution,
it will typically convert it into an execution plan for accessing and
processing the query’s input data. The execution engine is the entity
responsible for actually running a given execution plan in the system
and generating the query result. In the systems that we consider, the
execution engine is also responsible for parallelizing the computation
across large-scale clusters of machines, handling machine failures, and
setting up inter-machine communication to make efficient use of the
network and disk bandwidth.

Query Optimization: In general, query optimization is the process a
system uses to determine the most efficient way to execute a given query
by considering several alternative, yet equivalent, execution plans. The
techniques used for query optimization in the systems we consider are
very different in terms of: (i) the space of possible execution plans (e.g.,
relational operators in databases versus configuration parameter set-
tings in MapReduce systems), (ii) the type of query optimization (e.g.,
cost-based versus rule-based), (iii) the type of cost modeling technique
(e.g., analytical models versus models learned using machine-learning
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techniques), and (iv) the maturity of the optimization techniques (e.g.,
fully automated versus manual tuning).

Scheduling: Given the distributed nature of most data analytics sys-
tems, scheduling the query execution plan is a crucial part of the sys-
tem. Systems must now make several scheduling decisions, including
scheduling where to run each computation, scheduling inter-node data
transfers, as well as scheduling rolling updates and maintenance tasks.

Resource Management: Resource management primarily refers to
the efficient and effective use of a cluster’s resources based on the re-
source requirements of the queries or applications running in the sys-
tem. In addition, many systems today offer elastic properties that allow
users to dynamically add or remove resources as needed according to
workload requirements.

Fault Tolerance:Machine failures are relatively common in large clus-
ters. Hence, most systems have built-in fault tolerance functionalities
that would allow them to continue providing services, possibly with
graceful degradation, in the face of undesired events like hardware fail-
ures, software bugs, and data corruption. Examples of typical fault
tolerance features include restarting failed tasks either due to appli-
cation or hardware failures, recovering data due to machine failure or
corruption, and using speculative execution to avoid stragglers.

System Administration: System administration refers to the activ-
ities where additional human effort may be needed to keep the system
running smoothly while the system serves the needs of multiple users
and applications. Common activities under system administration in-
clude performance monitoring and tuning, diagnosing the cause of poor
performance or failures, capacity planning, and system recovery from
permanent failures (e.g., failed disks) or disasters.

1.4 Related Work

This monograph is related to a few surveys done in the past. Lee and
others have done a recent survey that focuses on parallel data process-
ing with MapReduce [136]. In contrast, we provide a more comprehen-
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sive and in-depth coverage of systems for large-scale data analytics,
and also define a categorization of these systems. Empirical compar-
isons have been done in the literature among different systems that
we consider. For example, Pavlo and others have compared the perfor-
mance of both classic parallel databases and columnar databases with
the performance of MapReduce systems [166].

Tutorials and surveys have appeared in the past on specific dimen-
sions along which we describe and compare each of the four categories
of systems for large-scale data analytics. Recent tutorials include one
on data layouts and storage in MapReduce systems [79] and one on pro-
gramming techniques for MapReduce systems [174]. Kossmann’s survey
on distributed query processing [128] and Lu’s survey on query process-
ing in classic parallel databases [142] are also related.



2
Classic Parallel Database Systems

The 1980s and early 1990s was a period of rapid strides in the technol-
ogy for massively parallel processing. The initial drivers of this technol-
ogy were scientific and engineering applications like weather forecast-
ing, molecular modeling, oil and gas exploration, and climate research.
Around the same time, several businesses started to see value in ana-
lyzing the growing volumes of transactional data. Such analysis led to a
class of applications, called decision support applications, which posed
complex queries on very large volumes of data. Single-system databases
could not handle the workload posed by decision support applications.
This trend, in turn, fueled the need for parallel database systems.

Three architectural choices were explored for building parallel
database systems: shared memory, shared disk, and shared nothing. In
the shared-memory architecture, all processors share access to a com-
mon central memory and to all disks [76]. This architecture has limited
scalability because access to the memory quickly becomes a bottleneck.
In the shared-disk architecture, each processor has its private memory,
but all processors share access to all disks [76]. This architecture can
become expensive at scale because of the complexity of connecting all
processors to all disks.

10
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Figure 2.1: Shared-nothing architecture for parallel processing.

The shared-nothing architecture has proved to be the most viable
at scale over the years. In the shared-nothing architecture, each proces-
sor has its own private memory as well as disks. Figure 2.1 illustrates
the shared-nothing architecture used in parallel database systems. Note
that the only resource shared among the processors is the communica-
tion network.

A number of research prototypes and industry-strength parallel
database systems have been built using the shared-nothing architec-
ture over the last three decades. Examples include Aster nCluster
[25], Bubba [41], Gamma [75], Greenplum [99], IBM DB2 Parallel Edi-
tion [33], Netezza [116], Oracle nCUBE [48], SQL Server Parallel Data
Warehouse [177], Tandem [85], and Teradata [188].

2.1 Data Model and Interfaces

Most parallel database systems support the relational data model. A
relational database consists of relations (or, tables) that, in turn, consist
of tuples. Every tuple in a table conforms to a schema which is defined
by a fixed set of attributes [76].

This feature has both advantages and disadvantages. The simplicity
of the relational model has historically played an important role in the
success of parallel database systems. A well-defined schema helps with
cost-based query optimization and to keep data error-free in the face
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of data-entry errors by humans or bugs in applications. At the same
time, the relational data model has been criticized for its rigidity. For
example, initial application development time can be longer due to the
need to define the schema upfront. Features such as support for JSON
and XML data as well schema evolution reduce this disadvantage [71].

Structured Query Language (SQL) is the declarative language most
widely used for accessing, managing, and analyzing data in parallel
database systems. Users can specify an analysis task using an SQL
query, and the system will optimize and execute the query. As part of
SQL, parallel database systems also support (a) user-defined functions,
user-defined aggregates, and stored procedures for specifying analysis
tasks that are not easily expressed using standard relational-algebra
operators, and (b) interfaces (e.g., ODBC, JDBC) for accessing data
from higher-level programming languages such as C++ and Java or
graphical user interfaces.

2.2 Storage Layer

The relational data model and SQL query language have the crucial
benefit of data independence: SQL queries can be executed correctly
irrespective of how the data in the tables is physically stored in the
system. There are two noteworthy aspects of physical data storage in
parallel databases: (a) partitioning, and (b) assignment. Partitioning a
table S refers to the technique of distributing the tuples of S across
disjoint fragments (or, partitions). Assignment refers to the technique
of distributing these partitions across the nodes in the parallel database
system.

2.2.1 Table Partitioning

Table partitioning is a standard feature in database systems today [115,
155, 185, 186]. For example, a sales records table may be partitioned
horizontally based on value ranges of a date column. One partition may
contain all sales records for the month of January, another partition
may contain all sales records for February, and so on. A table can
also be partitioned vertically with each partition containing a subset of
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Uses of Table Partitioning in Database Systems
Efficient pruning of unneeded data during query processing
Parallel data access (partitioned parallelism) during query pro-
cessing
Reducing data contention during query processing and adminis-
trative tasks. Faster data loading, archival, and backup
Efficient statistics maintenance in response to insert, delete, and
update rates. Better cardinality estimation for subplans that ac-
cess few partitions
Prioritized data storage on faster/slower disks based on access
patterns
Fine-grained control over physical design for database tuning
Efficient and online table and index defragmentation at the par-
tition level

Table 2.1: Uses of table partitioning in database systems

columns in the table. Vertical partitioning is more common in columnar
database systems compared to the classic parallel database systems. We
will cover vertical partitioning in Chapter 3. Hierarchical combinations
of horizontal and vertical partitioning may also be used.

Table 2.1 lists various uses of table partitioning. Apart from giving
major performance improvements, partitioning simplifies a number of
common administrative tasks in database systems [9, 201]. The growing
usage of table partitioning has been accompanied by efforts to give
applications and users the ability to specify partitioning conditions for
tables that they derive from base data. SQL extensions from database
vendors now enable queries to specify how derived tables are partitioned
(e.g., [92]).

The many uses of table partitioning have created a diverse mix
of partitioning techniques used in parallel database systems. We will
illustrate these techniques with an example involving four tables:
R(a, rdata), S(a, b, sdata), T (a, tdata), U(b, udata). Here, a is an in-
teger attribute and b is a date attribute. These two attributes will be
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Figure 2.2: A hierarchical partitioning of table S

used as join keys in our examples. rdata, sdata, tdata, and udata are
respectively the data specific to each of the tables R, S, T , and U .

Figure 2.2 shows an example partitioning for table S. S is range-
partitioned on ranges of attribute a into four partitions S1-S4. Partition
S1 consists of all tuples in S with 0 ≤ a < 20, S2 consists of all tuples
in S with 20 ≤ a < 40, and so on. Each of S1-S4 is further range-
partitioned on ranges of attribute b. Thus, for example, partition S11
consists of all tuples in S with 0 ≤ a < 20 and 01 − 01 − 2010 ≤ b <

02− 01− 2010.
Range partitioning is one among multiple partitioning techniques

that can be used [53, 76, 108]:

• Hash partitioning, where tuples are assigned to tables based on
the result of a hash function applied to one or more attributes.

• List partitioning, where the unique values of one or more at-
tributes in each partition are specified. For example, a list parti-
tioning for the example table S may specify that all tuples with
a ∈ 1, 2, 3 should be in partition S1.

• Random (round-robin) partitioning, where tuples are assigned to
tables in a random (round-robin) fashion.

• Block partitioning, where each consecutive block of tuples (or
bytes) written to a table forms a partition. For example, par-
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Figure 2.3: Partitioning of tables R, S, T , U . Dotted lines show partitions with
potentially joining records

tition S1 may consist of the first 1000 tuples inserted into S, S2
may consist of the next 1000 tuples inserted into S, and so on.

Figure 2.3 shows how the partitioning of table S can be interpreted
as a two-dimensional partitioning. The figure also shows partitions for
tables R, T , and U . The dotted lines in the figure show the join relation-
ships between pairs of partitions. These relationships become important
when we talk about assignment in §2.2.2.

Figure 2.3 also shows how the sizes of partitions in a table may
not be uniform. Such skewed partition sizes can arise for a number
of reasons. Hash or equi-range partitioning produces skewed partition
sizes if the attribute(s) used in the partitioning function has a skewed
distribution. Skewed partition sizes may also come from data loading
and archival needs. For example, Table U in Figure 2.3 is partitioned
using unequal ranges on b. 10-day ranges are used for recent partitions
of U . Older data is accessed less frequently, so older 10-day partitions
of U are merged into monthly ones to improve query performance and
archival efficiency.
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2.2.2 Partition Assignment

Partition assignment is the task of deciding which node or nodes in the
parallel database system should store each partition of the tables in
the database. Three factors are usually considered as part of partition
assignment: degree of declustering, collocation, and replication.

Degree of Declustering

The degree of declustering for a table specifies the number of nodes
that store one or more partitions of the table. With full declustering,
the degree of declustering is equal to the number of nodes in the system
[75]. That is, tuples in a fully declustered table are spread over all nodes
in the system. Otherwise, the table is said to be partially declustered.

Partial declustering is typically accompanied by the creation of
nodegroups [33]. (Nodegroups are called relation clusters in [114].) A
nodegroup is a collection of nodes in the parallel database system. Each
nodegroup can be referenced by name. Consider the following example
(with syntax borrowed from [33]) for a parallel database system with
10 nodes numbered 1-10:

CREATE NODEGROUP GROUP_A ON NODES(1 TO 10);
CREATE NODEGROUP GROUP_B ON NODES(2, 4, 6, 8, 10);
CREATE TABLE R (a integer, rdata char[100]) IN GROUP_A PARTI-
TIONING KEY (a) USING HASHING;
CREATE TABLE S (a integer, b integer, sdata char[100]) IN GROUP_B
PARTITIONING KEY (a) USING HASHING;
CREATE TABLE T (a integer, tdata char[100]) IN GROUP_B PARTITION-
ING KEY (a) USING HASHING;

In this example, the database administrator chose to create two
nodegroups—GROUP_A and GROUP_B—for the cluster of 10 nodes
in the parallel database system. Group A consists of all 10 nodes
while Group B consists of 5 nodes. Partitions of table R are stored
on Group_A, so table R is fully declustered. Partitions of tables S and
T are stored on Group_B, so these tables are partially declustered.
Full declustering can benefit query processing over very large tables.
For example, table R may be very large. In this case, a query that does
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grouping and aggregation on R.a can be processed in parallel using all
10 nodes, without needing to move any data among the nodes.

Collocation

It is sometimes beneficial to have selective overlap among the nodes
on which the partitions of two or more tables are stored. Consider
the example in §2.2.2 where partitions of tables S and T are both
stored on the nodegroup Group_B. Also, note that both tables are hash
partitioned on the respective attribute a. If the same hash function and
number of partitions are chosen for both tables, then there will be a
one-to-one correspondence between the partitions of both tables that
will join with one another. In this case, it is possible to collocate the
joining partitions of both tables. That is, any pair of joining partitions
with be stored on the same node of the nodegroup.

The advantage of collocation is that tables can be joined without
the need to move any data from one node to another. However, col-
location of joining tables can be nontrivial when there are complex
join relationships. Consider our four example tables and their join re-
lationships shown in Figure 2.3. In this context, consider the following
example three-way-join query that joins tables R, S, and U .

Select *
From R, S, U
Where R.a = S.a and S.b = U.b

Suppose each partition can be stored only on one node in the parallel
database system. In this case, the only way to collocate all pairs of
joining partitions in the three tables is to store all partitions on a
single node of the system. Such an assignment—where all three tables
have a degree of declustering equal to one—would be a terrible waste
of the resources in the parallel database.

Replication

As we saw in the above example, the flexibility of assignment is limited
if tuples in a table are stored only once in the system. This problem can
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be addressed by replicating tuples on multiple nodes. Replication can
be done at the level of table partitions, which will address the problem
in the above example. For example, if table U is small, then partitions
of U can be replicated on all nodes where partitions of S are stored.

Replication can be done at the table level such that different replicas
are partitioned differently. For example, one replica of the table may
be hash partitioned while another may be range partitioned. Apart
from performance benefits, replication also helps reduce unavailability
or loss of data when faults arise in the parallel database system (e.g.,
a node fails permanently or becomes disconnected temporarily from
other nodes due to a network failure).

The diverse mix of partitioning, declustering, collocation, and repli-
cation techniques available can make it confusing for users of parallel
database systems to identify the best data layout for their workload.
This problem has motivated research on automated ways to recommend
good data layouts based on the workload [151, 169].

2.3 Execution Engine

To execute a SQL query quickly and efficiently, a parallel database
system has to break the query into multiple tasks that can be exe-
cuted across the nodes in the system. The system’s execution engine is
responsible for orchestrating this activity.

In most parallel database systems, each submitted query is handled
by a coordinator task. The coordinator first invokes a query optimizer in
order to generate a execution plan for the query. An execution plan in
a parallel database system is composed of operators that support both
intra-operator and inter-operator parallelism, as well as mechanisms to
transfer data from producer operators to consumer operators. The plan
is broken down into schedulable tasks that are run on the nodes in the
system. The coordinator task is responsible for checking whether the
plan completed successfully, and if so, transferring the results produced
by the plan to the user or application that submitted the query.

In this section, we will describe the components of a parallel execu-
tion plan. The next two sections will discuss respectively the techniques
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used to select a good execution plan and to schedule the tasks in the
plan.

2.3.1 Parallel Query Execution

Consider a query that joins two tables R and S based on the equi-join
condition R.a = S.a. In §2.2.2, we introduced a collocated join operator
that can perform the join if tables R and S are both partitioned and the
partitions are assigned such that any pair of joining partitions is stored
on the same node. A collocated join operator is often the most efficient
way to perform the join because it performs the join in parallel while
avoiding the need to transfer data between nodes. However, a collocated
join is only possible if the partitioning and assignment of the joining
tables is planned in advance.

Suppose the tables R and S are partitioned identically on the join-
ing key, but the respective partitions are not collocated. In this case,
a directed join operator can be used to join the tables. The directed
join operator transfers each partition of one table (say, R) to the node
where the joining partition of the other table is stored. Once a partition
from R is brought to where the joining partition in S is stored, a local
join can be performed.

Directed joins are also possible when the tables are not partitioned
identically. For example, directed joins are possible for R ./ S, T ./ S,
and U ./ S in Figure 2.3 despite the complex partitioning techniques
used. Compared to a collocated join, a directed join incurs the cost of
transferring one of the tables across the network.

If the tables R and S are not partitioned identically on the joining
attribute, then two other types of parallel join operators can be used
to perform the join: repartitioned join operator and broadcast join (or
fragment-and-replicate join) operator. The repartitioned join operator
simply repartitions the tuples in both tables using the same partitioning
condition (e.g., hash). Joining partitions are brought to the same node
where they can be joined. This operator incurs the cost of transferring
both the tables across the network.

The broadcast join operator transfers one table (say, R) in full to
every node where any partition of the other table is stored. The join



20 Classic Parallel Database Systems

is then performed locally. This operator incurs a data transfer cost of
size_of(R)× d, where size_of(R) is the size of R and d is the degree
of declustering of S. Broadcast join operators are typically used when
one table is very small.

As discussed in §2.2.1, partition sizes may be skewed due to a num-
ber of reasons. The most common case is when one or both tables
contain joining keys with a skewed distribution. The load imbalance
created by such skew can severely degrade the performance of join op-
erators such as the repartitioned join. This problem can be addressed
by identifying the skewed join keys and handling them in special ways.

Suppose a join key with value v has a skewed distribution among
tuples of a table R that needs to be joined with a table S. In the regular
repartitioned join, all tuples in R and S with join key equal to v will be
processed by a single node in the parallel database system. Instead, the
tuples in R with join key equal to v can be further partitioned across
multiple nodes. The correct join result will be produced as long as the
tuples in S with join key equal to v are replicated across the same
nodes. In this fashion, the resources in multiple nodes can be used to
process the skewed join keys [77].

While our discussion focused on the parallel execution of joins, the
same principles apply to the parallel execution of other relational op-
erators like filtering and group-by. The unique approach used here to
extract parallelism is to partition the input into multiple fragments,
and to process these fragments in parallel. This form of parallelism is
called partitioned parallelism [76].

Two other forms of parallelism are also employed commonly in exe-
cution plans in parallel database systems: pipelined parallelism and in-
dependent parallelism. A query execution plan may contain a sequence
of operators linked together by producer-consumer relationships where
all operators can be run in parallel as data flows continuously across ev-
ery producer-consumer pair. This form of parallelism is called pipelined
parallelism.

Independent parallelism refers to the parallel execution of indepen-
dent operators in a query plan. For example, consider the following
query that joins the four tables R, S, T , and U :
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Select *
From R, S, T, U
Where R.a = S.a and S.a = T.a and S.b = U.b

This query can be processed by a plan where R is joined with T , S

is joined with U , and then the results of both these joins are joined
together to produce the final result. In this plan, R ./ T and S ./ U

can be executed independently in parallel.

2.3.2 Abstractions for Data Transfer

In a parallel query execution plan, interprocess data transfer may be
needed between producer and consumer operators or between the dif-
ferent phases of a single operator (e.g., between the partition and join
phases of a repartitioned join operator). Straightforward techniques for
interprocess data transfer include materializing all intermediate tuples
to disk or directly using the operating system’s interprocess commu-
nication (IPC) mechanisms for each point-to-point data transfer. Such
techniques, while easy to implement, have some drawbacks. They may
incur high overhead or complicate the problem of finding good execu-
tion plans and schedules.

Parallel database systems have developed rich abstractions for in-
terprocess data transfers in parallel query execution plans. We will de-
scribe three representative abstractions: (a) split tables from Gamma
[75], (b) table queues from IBM DB2 Parallel Edition [33], and (c) ex-
change operators from Volcano [97].

Tuples output by an operator in a query plan in Gamma are routed
to the correct destination by looking up a split table [75]. Thus, a split
table maps tuples to destination tasks. For example, a split table that
is used in conjunction with a repartitioned join of tables R and S may
route tuples from both tables based on a common hash partitioning
function.

IBM DB2 Parallel Edition’s table queues are similar to split tables
but provide richer functionality [33]. Table queues provide a buffering
mechanism for tuples output by a producer task before the tuples are
processed by a consumer task. Based on the rate at which the consumer
can process tuples, tuple queues enable the rate at which the producer
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produces tuples to be controlled. A table queue can have multiple pro-
ducer tasks as well as consumer tasks. Furthermore, table queues can
implement multiple communication patterns such as broadcasting ver-
sus directed (i.e., does a tuple produced by a producer task go to all
consumer tasks or to a specific one?).

The exchange operator has a more ambitious goal beyond serving as
the abstraction of interprocess data transfer in Volcano’s query execu-
tion plans [97]. Exchange is a meta-operator that encapsulates all issues
related to parallel execution (e.g., partitioning, producer-consumer syn-
chronization) and drives parallel execution in Volcano. The benefit is
that query execution plans in Volcano can leverage different forms of
parallelism while still using the simpler implementations of relational
operators from centralized databases.

2.4 Query Optimization

The following steps are involved in the execution of a SQL query in a
parallel database system:

• Plan selection: choosing an efficient execution plan for the query.

• Scheduling: Generating executable tasks for the operators and
data transfers in the plan, and choosing the nodes where these
tasks will run.

• Resource allocation: Determining how much CPU, memory, and
I/O (both local I/O and network I/O) resources to allocate to
the executable tasks in the plan.

Plan selection, which is commonly referred to as query optimization,
is the focus of this section. Scheduling and resource allocation will be
covered respectively in the next two sections.

Plan selection for a query mainly involves the following steps:

• Ordering and choosing join operators.

• Access path selection for the tables.
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• Choosing the appropriate cost metric (e.g., completion time ver-
sus total resource usage) based on which the best plan for the
query can be determined.

The early approaches to plan selection in a parallel database sys-
tem used a two-phase approach [113, 104]. First, a cost-based query
optimizer—like the System R optimizer developed for centralized
database systems [26, 173]—was used to find the best serial plan [113].
Problems like join ordering and access path selection were addressed as
part of the selection of the best serial plan. Then, a post-optimization
phase was applied to transform this serial plan into a parallel exe-
cution plan. Decisions made in the post-optimization phase included
which attributes to repartition tables on such that data transfer costs
were minimized [104].

While the two-phase approach showed initial promise—especially
in shared-memory systems—it quickly became apparent that this ap-
proach can miss good plans in shared-nothing systems. For example,
consider the four-way join example query introduced in §2.3.1. The
best serial plan for the query may use the left-deep serial join order:
((R ./ S) ./ T ) ./ U . Since a serial plan assumes that the plan will
run on a single node where all the data resides, the plan’s cost is influ-
enced primarily by factors like sort orders and the presence of indexes.
However, the best join order for parallel execution could be different
and bushy: (R ./ T ) ./ (S ./ U). Such a plan can be very efficient if R

and T (and respectively, S and U) are stored in a collocated fashion.
Recall that collocated joins are very efficient because they can leverage
parallelism without incurring data transfer costs for the join processing.

As the above example shows, parallel database systems select
query execution plans from a large plan space. The different forms
of parallelism—partitioned, pipelined, and independent—motivate
searching for the best plan from a larger set of operators as well as
join trees compared to query execution in a centralized database sys-
tem. The use of semi-joins and partition-wise joins further increases
the size of the plan space for parallel execution plans [63, 108].

Semi-joins can act as size reducers (similar to a selection) such that
the total size of tuples that need to be transferred is reduced. The use of
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semi-joins is based on the following set of equivalences for the equi-join
of two tables R and S on the join key a:

R ./a S ≡ (R na S) ./a S

≡ R ./a (S na R)
≡ (R na S) ./a (S na R)

The use of a semijoin is beneficial if the cost to produce and transfer
it is less than the cost of transferring the whole table to do the join.
However, now the plan space is significantly larger because of the many
combinations in which joins and semi-join reducers can be used in a
plan [63].

Recall from §2.2.1 that many types of partitioning techniques are
used in parallel database systems. These techniques further increase the
search space during plan selection over partitioned tables. Consider an
example query Q1 over the partitioned tables R, S, and T shown in
Figure 2.3.

Q1: Select *
From R, S, T
Where R.a = S.a and S.a = T.a and S.b ≥ 02-15-10 and T.a < 25

Use of filter conditions for partition pruning: The partitions T4-
T8 and S11, S21, S31, S41 can be pruned from consideration because it
is clear from the partitioning conditions that tuples in these partitions
will not satisfy the filter conditions. Partition pruning can speed up
query performance drastically by eliminating unnecessary table and
index scans as well as reducing data transfers, memory needs, disk
spills, and resource-contention-related overheads.

Use of join conditions for partition pruning: Based on a transi-
tive closure of the filter and join conditions, partition pruning can also
eliminate partitions S32, S33, S42, S43, R3, R4, and U1.

The use of partition pruning will generate a plan like Q1P1 shown in
Figure 2.4. In such plans, the leaf operators logically append together
(i.e., UNION ALL) the unpruned partitions for each table. Each un-
pruned partition is accessed using regular table or index scans. The
appended partitions are joined using one of the parallel join operators
such as the collocated or repartitioned join operators.
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Figure 2.4: Q1P1 and Q1P2 are plans that can be generated by optimizers in
parallel database systems for our example query Q1. IS and TS are respectively
index and table scan operators. HJ and MJ are respectively parallel join operators
based on hash and merge. Union is a bag union operator.

Partition-aware join path selection: Depending on the data prop-
erties and data layout in the parallel database system, a plan like Q1P2
shown in Figure 2.4 can significantly outperform plan Q1P1 [108]. Q1P2
exploits certain properties arising from partitioning in the given setting:

• Tuples in partition R1 can join only with S12 ∪ S13 and T1 ∪ T2.
Similarly, tuples in partition R2 can join only with S22 ∪S23 and
T3. Thus, the full R ./ S ./ T join can be broken up into smaller
and more efficient partition-wise joins where the best join order
for R1 ./ (S12 ∪ S13) ./ (T1 ∪ T2) can be different from that
for R2 ./ (S22 ∪ S23) ./ T3. One likely reason is change in the
data properties of tables S and T over time, causing variations
in statistics across partitions.

• The best choice of join operators for R1 ./ (S12∪S13) ./ (T1∪T2)
may differ from that for R2 ./ (S22∪S23) ./ T3, e.g., due to storage
or physical design differences across partitions (e.g., index created
on one partition but not on another).

Apart from the large size of the plan space, an additional challenge
while selecting parallel query plans comes from the cost model used to
estimate the cost of plans. The cost metric introduced by the classic
System R query optimizer measures the total amount of work done
during plan execution [173].
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In a serial plan execution, the total work also corresponds to the
latency of plan execution. (Latency measures the time to complete
the plan execution.) However, the total work and latency metrics are
different in the execution of a parallel plan. Unfortunately, the la-
tency metric violates a fundamental assumption made in the dynamic-
programming-based plan selection algorithm introduced by the System
R query optimizer [93]. (Example 3 in [93] gives an illustration of how
the latency metric violates the principle of optimality needed by the
dynamic-programming-based plan selection algorithm in System R.)
The optimal parallel execution plan for the latency metric may not be
composed of optimal subplans for the same metric.

Because of the complexity posed by the plan space and cost metrics,
a variety of plan selection algorithms have been proposed for paral-
lel database systems. Deterministic algorithms proposed include those
based on dynamic programming [93], flow optimization [74], as well
as greedy approaches [143]. Randomized algorithms proposed include
those based on simulated annealing [134] and genetic search [179].

Finally, errors can arise while estimating plan execution costs be-
cause of reasons such as unknown data properties or uncertain resource
availability. This problem is more acute in parallel database systems
compared to centralized database systems. Adaptive plan selection has
been proposed as a way to address this problem [103].

2.5 Scheduling

As part of the execution of a parallel query plan, the plan is broken
down into a set of executable tasks. These tasks are scheduled to run
on the nodes of the parallel database system. The tasks usually form
a directed acyclic graph (DAG) based on producer-consumer relation-
ships. Subject to the possibility of pipelined parallel execution, a task
is ready to run after all its ancestor tasks in the DAG are complete.

Two common approaches are used to decide which node to sched-
ule a task on. In the first approach, this decision is made during plan
selection. The decision is often simplified because shared-nothing par-
allel database systems are predominantly based on function shipping
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as opposed to data shipping. The goal of function shipping is to run
the computation as close to where the data is stored so that little data
movement is incurred. Most systems that use function shipping try
to run any computation on the node where the data needed by the
computation resides. Some parallel database systems—e.g., Netezza
[116]—can run computations on special-purpose database accelerator
cards that access data while data is being moved from disk to CPU.

A disadvantage of this approach is that it increases the complexity
of an already large search space for parallel execution plans. Systems
like the IBM DB2 Parallel Edition which use this approach use heuris-
tics to limit the size of the search space [33]. For example, for all the
possible subsets of nodes that can be used to run tasks of a join, only
a limited subset is considered: all the nodes, the nodes on which each
of the joining tables is partitioned, and a few others [33].

The second approach first determines the execution plan and then
uses a scheduling algorithm to determine the schedule. The scheduling
algorithm may be static or dynamic. Static scheduling algorithms de-
termine the schedule of all tasks in the plan before running any one of
the tasks. The problem of finding the best static schedule is NP-Hard
and approximation algorithms have been proposed for the problem [61].

The shelf algorithm was proposed for static scheduling in [187]. The
basic approach here begins with a fixed number of shelves, each of which
will be assigned one task initially. Each shelf will eventually contain one
or more tasks that are to be executed concurrently by all nodes. For
each of the remaining tasks that have not been assigned a shelf, the task
is either assigned an existing shelf or a new shelf without violating the
precedence constraints inherent in the task DAG. When a task is added
to an existing shelf, it will be competing for resources with the other
tasks in the shelf. As tasks are assigned, the total number of shelves
may increase. The initial number of shelves is determined by the height
of the task DAG since each task along the longest path in the DAG
must be processed one after the other due to precedence constraints.

Static scheduling algorithms cannot react to issues that arise during
task execution. For example, the load on a node may increase, which
can make the execution time of tasks on that node much larger than
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expected [51]. Dynamic scheduling algorithms can react to such prob-
lem by migrating task execution from one node to another at run-time.
For example, the algorithms proposed in [144] and [145] migrate tasks
from loaded nodes to idle nodes at run-time.

2.6 Resource Management

Resource management in parallel database systems happens at two
levels: at the level of individual nodes and at the level of the entire
system. Most parallel database systems are implemented by building
on the software of a centralized database system at each node. Thus,
many configuration parameters can be set independently—e.g., size
of memory buffers, maximum number of concurrent processes (MPL),
and the size of log files—at each node. This feature allows the database
administrator to tune the performance of each individual node based
on the differences in hardware capacities, database partition sizes, and
workloads across the nodes in the system [33].

Resource management at the level of the entire system can be done
through techniques such as workload differentiation—e.g., identifying
which queries are short-running and which ones are long-running, and
allocating resources appropriately to meet the respective requirements
of these query classes [129, 130]—and admission control which limits
the number of queries that can be running concurrently in the system
so that every query gets some guaranteed fraction of the total resources
during execution [46, 163].

Another important dimension of resource management is how the
system can scale up in order to continue to meet performance require-
ments as the system load increases. The load increase may be in terms
of the size of input data stored in the system and processed by queries,
the number of concurrent queries that the system needs to run, the
number of concurrent users who access the system, or some combina-
tion of these factors. The objective of shared-nothing parallel systems is
to provide linear scalability. For example, if the input data size increases
by 2x, then a linearly-scalable system should be able to maintain the
current query performance by adding 2x more nodes.
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Partitioned parallel processing is the key enabler of linear scalability
in parallel database systems. One challenge here is that data may have
to be repartitioned in order to make the best use of resources when
nodes are added to or removed from the system. Most commercial
parallel database systems support online reorganization where database
administration utilities like repartitioning can be done incrementally
without the need to quiesce query processing [33].

2.7 Fault Tolerance

One of the disadvantages of shared-nothing parallel processing is that
there are many more causes of failures in these systems compared to
centralized systems. Failures cause two important effects that the par-
allel database system needs to deal with. The first effect is task failure
where a task that was assigned some work in a query plan fails to com-
plete the work correctly. Task failure can happen due to many root
causes. For example, a node may crash due to a hardware problem,
a software bug, or due to a misconfiguration done by a database ad-
ministrator, killing all the tasks that were running on that node. Or, a
task may be killed by the operating system because the task’s memory
usage exceeded the memory allocated to the task.

Parallel database systems have traditionally had a coarse-grained
approach to deal with task failures. The predominant approach is to
convert task failures into query failures, and then resubmit the query.
It is common to have the coordinator task for the query run two-phase
commit across all nodes where tasks for the query ran. If all tasks
completed without failure, then the two-phase commit will declare the
query as successfully completed; otherwise, the query has failed and
will have to be rerun [33].

We will see in Chapters 4 and 5 how MapReduce and Dataflow
systems implement fine-grained fault tolerance at the task level. For
example, the failure of a few tasks in a MapReduce job does not au-
tomatically lead to a job failure. The execution of the MapReduce job
can be completed by rerunning successfully only the few tasks that may
have failed during the job execution. Such fine-grained fault tolerance
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is essential when jobs are long-running. However, when most queries
are short-running, the additional complexity that comes with support-
ing fine-grained fault tolerance may not be desirable over the simpler
alternative of resubmitting failed queries.

It is possible to implement fine-grained fault tolerance techniques
in parallel database systems. For example, Osprey is a shared noth-
ing parallel database system whose design is motivated by MapReduce
systems [45]. Osprey divides running queries into subqueries, and repli-
cates data such that each subquery can be rerun on a different node if
the node initially responsible fails or returns too slowly.

Osprey is implemented using a middleware approach with only a
small amount of custom code to handle cluster coordination. An in-
dependent database system is run on each node in the system. Tables
are partitioned among nodes and each partition is replicated on several
nodes. A coordinator node acts as a standard SQL interface to users
and applications. The coordinator node transforms an input SQL query
into a set of subqueries that are then executed on the worker nodes.
Each subquery represents only a small fraction of the total execution
of the query. Worker nodes are assigned a new subquery as they finish
their current one. In this greedy approach, the amount of work lost due
to node failure is small (at most one subquery’s work), and the sys-
tem is automatically load balanced because slow nodes will be assigned
fewer subqueries.

The second type of failure causes data to become inaccessible by
tasks, or worse, become lost irretrievably. These failures can have more
serious consequences. Hardware problems such as errors in magnetic
media (bit rot), erratic disk-arm movements or power supplies, and bit
flips in CPU or RAM due to alpha particles can cause bits of data to
change from what they are supposed to be [29]. Or, network partitions
can arise during query execution which make it impossible for a task
(say, a task running as part of a repartitioned join operator) running
on one node to retrieve its input data from another node.

Data replication is used to prevent data availability problems. Par-
allel database systems replicate table partitions on more than one node.
If one node is down, then the table partitions stored on that node can be
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retrieved from other nodes. Several techniques have been proposed for
data availability in the face of node failures, e.g., mirrored disks, data
clustering, disk arrays with redundant check information, and chained
declustering [43, 165, 114].

2.8 System Administration

Recall from §1.3 that system administration refers to the activities
where additional human effort may be needed to keep the system run-
ning smoothly while the system serves the needs of multiple users and
applications. It is typical to have dedicated database administrators
(DBAs) for system administration in deployments of parallel database
systems. DBAs have access to good tools provided by the database
vendors and other companies for a variety of administrative tasks like
performance monitoring, diagnosing the cause of poor query or work-
load performance, and system recovery from hardware failures (e.g.,
[60, 78]).

Performance tuning and capacity planning for parallel database sys-
tems can be challenging because of the large number of tuning choices
involved. For example, the space of tuning choices in classic parallel
database systems includes:

• Applying hints to change the query plan when the database query
optimizer picks a poor plan due to limited statistics, errors in the
cost model, or contention for system resources.

• Choosing the right set of indexes in order to balance the reduc-
tion in query execution times with the increase in data load and
update times.

• Manipulating the database schema using techniques such as de-
normalization in order to make query execution more efficient.

• Controlling the layout of data through appropriate choices of
declustering, partitioning, and replication.

• Picking hardware with the right amount of processing, memory,
disk, and network bandwidth.
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• Choosing the settings of server parameters like buffer pool size
and join heap size.

• Finding the right time to schedule maintenance tasks like in-
dex rebuilds and storage defragmentation so that efficient query
performance can be achieved while reducing resource contention
between query execution and administrative tasks.

• Setting the thresholds that control the policies for admission con-
trol and load balancing.

A parallel database system may not have a unique workload running
all the time. This factor increases the complexity of performance tun-
ing and capacity planning. For example, a common scenario is to have
several applications issuing complex queries against the database dur-
ing the day. At night, there may be a batch window of time when the
database is updated, e.g., through insertion of new data to the fact
tables and updates to the dimension tables.

If this overall workload is treated as a single set of queries and
updates—without accounting for the temporal separation between the
queries and the updates—then it is quite possible that no suitable set
of indexes can be found to improve the overall workload performance.
While some indexes may speed up the queries during the day, the up-
date cost incurred in the night for these indexes may far outweigh their
benefits [8].
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Columnar Database Systems

Columnar parallel database systems store entire columns of tables
together on disk unlike the row-at-a-time storage of classic parallel
database systems. Columnar systems excel at data-warehousing-type
applications, where data is added in bulk but typically not modified
much (if at all), and the typical access pattern is to scan through large
parts of the data to perform aggregations and joins.

Research on columnar database systems has a long history dating
back to the 1970s. Decomposing records into smaller subrecords and
storing them in separate files was studied by Hoffer and Severance in
[112]. A fully decomposed storage model (DSM) where each column is
stored in a separate file was studied by Copeland and Khoshafian in
[68].

MonetDB, which has been in development at CWI since the early
nineties, was one of the first database system prototypes that fully
embraced columnar storage as its core data model [39]. Sybase IQ was
launched in 1996 as a commercial columnar database system [147]. The
2000s saw a number of new columnar database systems such as C-Store
[181], Infobright [118], ParAccel [164], VectorWise [206], Vertica [133],
and Amazon RedShift [12].

33
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3.1 Data Model and Interfaces

Similar to classic parallel databases, columnar database systems use the
popular relational data model where data consists of tables containing
tuples with a fixed set of attributes. Columnar database systems also
share the same query interface, namely SQL, along with various stan-
dards like JDBC and ODBC. The main difference between columnar
database systems and the classic parallel database systems discussed
in Chapter 2 is in the storage data layout used for tables.

3.2 Storage Layer

In a pure columnar data layout, each column is stored contiguously at
a separate location on disk. It is common to use large disk pages or
read units in order to amortize disk head seeks when scanning multiple
columns on hard drives [2].

3.2.1 Column-oriented Data Layout

One common layout is to store a table of n attributes in n files. Each file
corresponds to a column and stores tuples of the form 〈k, v〉 [39]. (Each
of these files is called a binary association table, or BAT, in MonetDB
[117].) Here, the key k is the unique identifier for a tuple, and v is
the value of the corresponding attribute in the tuple with identifier
k. Tuple identifiers may be generated automatically by the columnar
database system based on the insertion order of tuples. An entire tuple
with tuple identifier k can be reconstructed by bringing together all
the attribute values stored for k.

It is possible to reduce the storage needs by eliminating the explicit
storage of tuple identifiers [133, 181]. Instead, the tuple identifier can
be derived implicitly based on the position of each attribute value in
the file. Vertica stores two files per column [133]. One file contains
the attribute values. The other file is called a position index. For each
disk block in the file containing the attribute values, the position index
stores some metadata such as the start position, minimum value, and
maximum value for the attribute values stored in the disk block. The
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position index helps with tuple reconstruction as well as eliminating
reads of disk blocks during query processing. The position index is
usually orders of magnitude smaller in size compared to the total size
of the attribute values. Furthermore, removing the storage of tuple
identifiers leads to more densely packed columnar storage [2, 133].

C-Store introduced the concept of projections. A projection is a
set of columns that are stored together. The concept is similar to a
materialized view that projects some columns of a base table. However,
in C-Store, all the data in a table is stored as one or more projections.
That is, C-Store does not have an explicit differentiation between base
tables and materialized views. Each projection is stored sorted on one
or more attributes.

When different projections can have different sort orders, and tu-
ple identifiers are not stored as part of the projections, a join index is
needed for reconstructing tuples across projections [181]. A join index
from a projection P1 to a projection P2 in a table T contains entries of
the form 〈k1, k2〉. Here, k1 is the identifier of the tuple in P1 correspond-
ing to the tuple with identifier k2 in P2. Note that k1 and k2 represent
different attribute sets corresponding to the same tuple in table T . A
join index from a projection P1 to a projection P2 can avoid explicitly
storing the tuple identifier k1, and instead derive the identifier from
the position in the join index.

In practice and in experiments with early prototypes of Vertica, it
was found that the overheads of join indices far exceeded the benefits
of using them [133]. These indices were complex to implement and the
run-time cost of reconstructing full tuples during parallel query execu-
tion was high. In addition, explicitly storing tuple identifiers consumed
significant disk space for large tables. Thus, Vertica does not use join
indices. Instead, Vertica implements the concept of super projections
[133]. A super projection contains every column of the table.

A projection is not limited to contain the attributes from a single
table only. Instead, the concept of denormalization can be used to create
projections that contain attributes from multiple joining tables. C-Store
proposed the creation of per-join projections that contain attributes
from a table F as well as attributes from tables D1, ..., Dn with which
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F has a many-one joining relationship [181]. Commonly, F is a fact
table and D1, ..., Dn are the corresponding dimension tables. Pre-join
projections can eliminate the need for joins at run-time.

However, in deployments of Vertica, it has been found that pre-join
projections are uncommon because of three reasons: (i) the performance
of joins in columnar database systems are very good; (ii) most cus-
tomers are unwilling to slow down bulk data loads in order to optimize
such joins; and (iii) joins done during data load offer fewer optimiza-
tion opportunities than joins done at query time because the database
knows nothing apriori about the data in the load stream [133].

3.2.2 Column-oriented Compression

An important advantage of columnar data layouts is that columns can
be stored densely on disk, especially by using light-weight compression
schemes. The intuitive argument for why columnar layouts compress
data well is that compression algorithms perform better on data with
low information entropy (high data value locality) [2].

A spectrum of basic and hybrid compression techniques are sup-
ported by columnar databases. These include [133, 181]:

• Run Length Encoding (RLE): Here, sequences of identical values
in a column are replaced with a single pair that contains the value
and number of occurrences. This type of compression is best for
low cardinality columns that are sorted.

• Delta Value: Here, each attribute value is stored as a difference
from the smallest value. While such an approach leads to variable-
sized data representation, it is useful when the differences can be
stored in fewer bytes than the original attribute values. A block-
oriented version of this compression scheme would store each
attribute value in a data block as a difference from the small-
est value in the data block. This type of compression is best for
many-valued, unsorted integer or integer-based columns.

• Compressed Delta Range: Here, each value is stored as a delta
from the previous one. This type of compression is best for many-
valued float columns that are either sorted or confined to a range.
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• Dictionary: Here, the distinct values in the column are stored in a
dictionary which assigns a short code to each distinct value. The
actual values are replaced with the code assigned by the dictio-
nary. A block-oriented version of this compression scheme would
create a dictionary per block. The Blink system introduced a
compression scheme called frequency partitioning that partitions
the domain underlying each column, based upon the frequency
with which values occur in that column at load time [32]. Blink
creates a separate dictionary for each partition. Since each dic-
tionary needs to only represent the values of its partition, each
dictionary can use shorter codes for the actual values. Dictionary-
based compression is a general-purpose scheme, but it is good for
few-valued, unsorted columns [133, 181].

• Bitmap: Here, a column is represented by a sequence of tuples
〈v, b〉 such that v is a value stored in the column and b is a
bitmap indicating the positions in which the value is stored [181].
For example, given a column of integers 0,0,1,1,2,1,0,2,1, bitmap-
based compression will encode this column as three pairs: (0,
110000100), (1, 001101001), and (2,000010010). RLE can be fur-
ther applied to compress each bitmap.

Apart from the above compression schemes, hybrid combinations of
these schemes are also possible. For example, the Compressed Common
Delta scheme used in Vertica builds a dictionary of all the deltas in each
block [133]. This type is best for sorted data with predictable sequences
and occasional sequence breaks (e.g., timestamps recorded at periodic
intervals or primary keys).

3.2.3 Updates

One of the disadvantages of columnar storage is that write operations
cause two types of overheads. First, tuples inserted into a table have to
be split into their component attributes and each attribute (or group of
attributes in the case of projections) must be written separately. Thus,
tuple insertions cause more logical writes in columnar database systems
than in the row-based storage of classic parallel database systems.
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The more serious overhead is that the densely-packed and com-
pressed data layout in columnar database systems makes insertions
to tuples within a disk block nearly impossible. A variety of schemes
have been proposed in columnar database systems to reduce the over-
heads caused by writes. The main theme in these schemes is to buffer
the writes temporarily, and then to apply them in bulk to update the
columnar data layout.

C-Store and Vertica pioneered the use of a two-storage scheme
consisting of a read-optimized store (RS) and a write-optimized store
(WS), along with a tuple mover that is responsible for moving tuples
from the write-optimized store to the read-optimized store [133, 181].
All write operations—inserts, deletes, and updates—are first done to
theWS which is memory-resident. RS, as the name implies, is optimized
for read and supports only a very restricted form of write, namely the
batch movement of records from WS to RS. Queries access data in both
storage systems.

Inserts are sent to WS, while deletes are marked in RS for later
purging by the tuple mover [133, 181]. Updates are implemented as
an insert and a delete. In order to support a high-speed tuple mover,
C-Store and Vertica borrow the LSM-tree concept [160]. Basically, the
tuple mover supports a mergeout process that moves tuples from WS
to RS in bulk by an efficient method of merging ordered WS data with
large RS blocks, resulting in a new copy of RS when the operation
completes.

Systems like SAP HANA [88] and VectorWise [206] use data struc-
tures based on deltas. For example, in HANA, every table has a delta
storage which is designed to strike a good balance between high up-
date rates and good read performance. Dictionary compression is used
here with the dictionary stored in a cache-sensitive B+-Tree (CSB+-
Tree) [88]. The delta storage is merged periodically into the main data
storage.

3.2.4 Partitioning

Data partitioning techniques used in parallel columnar database sys-
tems are fundamentally similar to the techniques used in the classic



3.3. Execution Engine 39

parallel database systems described in Chapter 2. The same is true for
the techniques used in declustering, assignment, and replication.

3.3 Execution Engine

The columnar data layout gives rise to a distinct space of execution
plans in columnar parallel database systems compared to classic paral-
lel database systems. In the MonetDB system, a new columnar algebra
was developed to represent operations on columnar data layouts [117].
Expressions in relational algebra and SQL are converted into colum-
nar algebra and then compiled into efficient executable plans over a
columnar data layout.

We will describe three aspects of the execution plan space in colum-
nar parallel database systems that provide opportunities for highly ef-
ficient execution: (a) operations on compressed columns, (b) vectorized
operations, and (c) late materialization.

3.3.1 Operations on Compressed Columns

It is highly desirable to have an operator operate on the compressed
representation of its input whenever possible in order to avoid the cost
of decompression; at least until query results need to be returned back
to the user or application that issued the query. The ability to operate
directly on the compressed data depends on the type of the operator
and the compression scheme used. For example, consider a filter opera-
tor whose filter predicate is on a column compressed using the bitmap-
based compression technique described in §3.2.2. This operator can do
its processing directly on the stored unique values of the column, and
then only read those bitmaps from disk whose values match the filter
predicate.

It is indeed possible for complex operators like range filters, ag-
gregations, and joins to operate directly on compressed data. Some
of the interesting possibilities arise because of novel dictionary-based
compression techniques (recall §3.2.2). All the tuples in a block may
be eliminated from consideration if the code for the constant in a filter
predicate of the form “attribute = constant” cannot be found in that
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block’s dictionary. For example, a predicate “customerID = 42” cannot
be true for any tuple in any block not having the code for 42 in its
dictionary for the attribute customerID.

Order-preserving dictionary-based compression techniques are used
in systems like Blink [32] and MonetDB [117]. Here, encoded values are
assigned in each dictionary in an order-preserving way so that range
and equality predicates can be applied directly to the encoded values.
For example, Blink converts complex predicates on column values, such
as LIKE predicates, into IN-lists in the code space by evaluating the
predicate on each element of the dictionary. Due to order-preserving
dictionary coding, all the standard predicates (=, 6=,≤,≥) map to in-
teger comparisons between codes, irrespective of the data type. As a
result, even predicates containing arbitrary conjunctions and disjunc-
tions of atomic predicates can be evaluated in Blink using register-wide
mask and compare instructions provided by processors. Data is decom-
pressed only when necessary, e.g., when character or numeric expres-
sions must be calculated.

3.3.2 Vectorized Processing

While vectorized processing is not unique to columnar database sys-
tems, columnar layouts lend themselves naturally to operators process-
ing their input in large chunks at a time as opposed to one tuple at
a time. A full or partial column of values can be treated as an array
(or, a vector) on which the SIMD (single instruction multiple data)
instructions in CPUs can be evaluated. SIMD instructions can greatly
increase performance when the same operations have to be performed
on multiple data objects.

In addition, other overheads in operators such as function calls, type
casting, various metadata handling costs, etc., can all be reduced by
processing inputs in large chunks at a time. For example, SAP HANA
accelerates data scans significantly by using SIMD algorithms working
directly on the compressed data [88].

The X100 project (which was commercialized later as VectorWise)
explored a compromise between the classic tuple-at-a-time pipelining
and operator-at-a-time bulk processing techniques [40]. X100 operates
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on chunks of data that are large enough to amortize function call over-
heads, but small enough to fit in CPU caches and to avoid materi-
alization of large intermediate results into main memory. Like SAP
HANA, X100 shows significant performance increases when vectorized
processing is combined with just-in-time light-weight compression.

3.3.3 Late Materialization

Tuple reconstruction is expensive in columnar database systems since
information about a logical tuple is stored in multiple locations on disk,
yet most queries access more than one attribute from a tuple [2]. Fur-
ther, most users and applications (e.g., using ODBC or JDBC) access
query results tuple-at-a-time (not column-at-a-time). Thus, at some
point in a query plan, data from multiple columns must be “material-
ized” as tuples. Many techniques have been developed to reduce such
tuple reconstruction costs [4].

For example, MonetDB uses late tuple reconstruction [117]. All in-
termediate results are kept in a columnar format during the entire query
evaluation. Tuples are constructed only just before sending the final re-
sult to the user or application. This approach allows the query execu-
tion engine to exploit CPU-optimized and cache-optimized vector-like
operator implementations throughout the whole query evaluation. One
disadvantage of this approach is that larger intermediate results may
need to be materialized compared to the traditional tuple-at-a-time
processing.

3.4 Query Optimization

Despite the very different data layout, standard cost-based query op-
timization techniques from the classic parallel database systems apply
well in the columnar setting. At the same time, some additional factors
have to be accounted for in columnar database systems:

• Picking operator implementations that can operate on the com-
pressed data as discussed in §3.3.1.

• Late materialization of tuples as discussed in §3.3.3.
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• Choosing the best projection(s) as input to the scan operations
in the leaves of the query plan. Important factors that impact
this decision include the attributes in the projection, the size of
the projection, the types of compression used in the projection
for the attributes of interest, and the sort order of the projection.
For example, Vertica’s optimizer tends to join projections with
highly compressed and sorted predicate and join columns first; to
make sure that not only fast scans and merge joins on compressed
columns are applied first, but also that the cardinality of the data
for later joins is reduced [133].

3.5 Scheduling

All the scheduling challenges listed for classic parallel database systems
in Chapter 2 exist in columnar parallel database systems. Furthermore,
since most popular columnar systems are of recent origin, they incorpo-
rate scheduling policies aimed at recent hardware trends such as nodes
with a large number of CPU cores [133, 206]. For example, systems like
VectorWise and Vertica have execution engines that are multi-threaded
and pipelined: more than one operator can be running at any time, and
more than one thread can be executing the code for any individual op-
erator.

3.6 Resource Management

Query execution over a columnar data layout poses some unique chal-
lenges. While this layout allows for a more fine-grained data access
pattern, it can result in performance overheads to allocate the memory
per column. This overhead can be significant when a large number of
columns are handled, e.g., when constructing a single result row con-
sisting of hundreds of columns [88].

Vectorized and pipelined execution engines used in columnar
database systems cause sharing of physical resources, especially mem-
ory, among multiple operators. Thus, careful resource management is
needed in order to avoid overheads such as unnecessary spills to disk.
Systems like Vertica partition query execution plans into multiple zones
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that cannot all be executing at the same time. Downstream operators
are able to reclaim resources previously used by upstream operators,
allowing each operator more memory than if a pessimistic assumption
were to be made that all operators would need their resources at the
same time [133]. Furthermore, during query compile time, each opera-
tor can be assigned a memory budget based on a user-defined workload
management policy, the resources available, and what each operator is
going to do.

Memory management becomes further complicated in systems that
focus on providing optimal performance for concurrent scan-intensive
queries that are common in analytical workloads. For example, the
X100 project uses cooperative scans [184, 207] where an Active Buffer
Manager (ABM) determines the order to fetch tuples at run-time de-
pending on the interest of all concurrent queries. The ABM can cause
table scans to return tuples out of order. The ABM is a complex com-
ponent since it has to strike a balance between optimizing both the
average query latency and throughput. Thus, the product version of
VectorWise uses a less radical, but still highly effective, variant of in-
telligent data buffering [206].

Further resource management challenges arise in columnar database
systems that have separate write-optimized and read-optimized stores
[133, 181]. Recall from §3.2.3 that a tuple mover is responsible for mov-
ing tuples in bulk from the write-optimized store to the read-optimized
store. The tuple mover must balance its work so that it is not overzeal-
ous (which can cause unnecessary resource contention and also create
many small files in the read-optimized store) but also not too lazy (re-
sulting in unnecessary spills and many small files in the write-optimized
store) [133].

3.7 Fault Tolerance

The techniques to deal with failures—e.g., query restarts on failure or
replication to avoid data loss—remain the same across classic parallel
database systems and columnar database systems. For example, Ver-
tica replicates data to provide fault tolerance. Each projection must
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have at least one buddy projection containing the same columns. The
horizontal partitioning and assignment ensures that no row is stored
on the same node by a projection and its buddy projection. When a
node is down, the buddy projection is employed for data access as well
as to create a new replica of the projection [133].

C-Store and Vertica provide the notion of K-safety: with K or fewer
nodes down, the cluster is guaranteed to remain available. To achieve K-
safety, the database projection design must ensure at least K+1 copies
of each segment are present on different nodes such that a failure of any
K nodes leaves at least one copy available. The failure of K+1 nodes
does not guarantee a database shutdown. Only when node failures ac-
tually cause data to become unavailable will the database shut down
until the failures can be repaired and consistency restored via recovery.
A Vertica cluster will also perform a safety shutdown if N/2 nodes are
lost where N is the number of nodes in the cluster. The agreement pro-
tocol requires a N/2 + 1 quorum to protect against network partitions
and avoid a split brain effect where two halves of the cluster continue
to operate independently [133, 181].

3.8 System Administration

System administration for columnar database systems is mostly similar
to that for classic parallel database systems discussed in §2.8. However,
some notable differences arise due to differences in the space of critical
tuning decisions. For example, recall that in systems like C-Store and
Vertica, the choice of data layout includes selecting the right columnar
projections and sort order per projection. Two other important choices
are with respect to the type of compression for each column and the
scheduling of tuple movement between the read-optimized and write-
optimized stores. Index selection is usually unimportant.
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MapReduce is a relatively young framework—both a programming
model and an associated run-time system—for large-scale data pro-
cessing [73]. Hadoop is the most popular open-source implementation
of a MapReduce framework that follows the design laid out in the
original paper [72]. A number of companies use Hadoop in production
deployments for applications such as Web indexing, data mining, re-
port generation, log file analysis, machine learning, financial analysis,
scientific simulation, and bioinformatics research.

Even though the MapReduce programming model is highly flexible,
it has been found to be too low-level for routine use by practitioners
such as data analysts, statisticians, and scientists [159, 189]. As a result,
the MapReduce framework has evolved rapidly over the past few years
into a MapReduce stack that includes a number of higher-level layers
added over the core MapReduce engine. Prominent examples of these
higher-level layers include Hive (with an SQL-like declarative interface),
Pig (with an interface that mixes declarative and procedural elements),
Cascading (with a Java interface for specifying workflows), Cascalog
(with a Datalog-inspired interface), and BigSheets (with a spreadsheet
interface). The typical Hadoop stack is shown in Figure 4.1.

45
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Figure 4.1: Typical Hadoop software stack.

4.1 Data Model and Interfaces

MapReduce systems typically process data directly from files, permit-
ting data to be in any arbitrary format. Hence, MapReduce systems
are capable of processing unstructured, semi-structured, and structured
data alike.

The MapReduce programming model consists of two functions:
map(k1, v1) and reduce(k2, list(v2)) [192]. Users can implement their
own processing logic by specifying a customized map() and a reduce()
function written in a general-purpose language like Java or Python.
The map(k1, v1) function is invoked for every key-value pair 〈k1, v1〉
in the input data to output zero or more key-value pairs of the
form 〈k2, v2〉. The reduce(k2, list(v2)) function is invoked for every
unique key k2 and corresponding values list(v2) in the map out-
put. reduce(k2, list(v2)) outputs zero or more key-value pairs of the
form 〈k3, v3〉. The MapReduce programming model also allows other
functions such as (i) partition(k2), for controlling how the map out-
put key-value pairs are partitioned among the reduce tasks, and (ii)
combine(k2, list(v2)), for performing partial aggregation on the map
side. The keys k1, k2, and k3 as well as the values v1, v2, and v3 can be
of different and arbitrary types.

A given MapReduce program may be expressed in one among a
variety of programming languages like Java, C++, Python, or Ruby;
and then connected to form a workflow using a workflow scheduler such
as Oozie [161]. Alternatively, the MapReduce jobs can be generated
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Figure 4.2: Hadoop architecture.

automatically using compilers for higher-level languages like Pig Latin
[159], HiveQL [189], JAQL [36], and Cascading [52].

4.2 Storage Layer

The storage layer of a typical MapReduce cluster is an independent dis-
tributed file system. Typical Hadoop deployments use the Hadoop Dis-
tributed File System (HDFS) running on the cluster’s compute nodes
[176]. Alternatively, a Hadoop cluster can process data from other file
systems like the MapR File System [149], CloudStore (previously Kos-
mos File System) [127], Amazon Simple Storage Service (S3) [13], and
Windows Azure Blob Storage [50].

HDFS is designed to be resilient to hardware failures and focuses
more on batch processing rather than interactive use by users. The
emphasis is on high throughput of data access rather than low latency
of data access. An HDFS cluster employs a master-slave architecture
consisting of a single NameNode (the master) and multiple DataNodes
(the slaves), usually one per node in the cluster (see Figure 4.2). The
NameNode manages the file system namespace and regulates access to
files by clients, whereas the DataNodes are responsible for serving read
and write requests from the file system’s clients. HDFS is designed to
reliably store very large files across machines in a large cluster. Inter-
nally, a file is split into one or more blocks that are replicated for fault
tolerance and stored in a set of DataNodes.

The modularity of the storage architecture enables higher-level
systems to introduce their own features or extensions on top of the
distributed file system. For example, Hive organizes and stores the
data into partitioned tables [189]. Hive tables are analogous to ta-
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bles in relational databases and are represented using HDFS direc-
tories. Partitions are then created using subdirectories whereas the
actual data is stored in files. Hive also includes a system catalog—
called Metastore—containing schema and statistics, which are useful
in data exploration and query optimization. Hive’s Metastore inspired
the creation of HCatalog, a new table and storage management service
for data created using Hadoop [24]. HCatalog provides a unified table
abstraction and interoperability across data processing tools such as
MapReduce, Pig, and Hive.

Indexing in HDFS: Hadoop++ provides indexing functionality for
data stored in HDFS by means of an approach called Trojan Indexes
[80]. This approach is based on user-defined functions so no changes are
required to the underlying Hadoop system. The indexing information
is stored as additional metadata in the HDFS blocks that are read by
map tasks. The information is added when tables are written to HDFS
so that no overhead is caused during query processing.

Index creation in Hadoop++ can increase the data loading time.
This problem is addressed by HAIL [81] which also improves query
processing speeds over Hadoop++. HAIL creates indexes during the
I/O-bound phases of writing to HDFS so that it consumes CPU cycles
that are otherwise wasted. For fault tolerance purposes, HDFS main-
tains k replicas for every HDFS block. (k = 3 by default.) HAIL builds
a different clustered index in each replica. The most suitable index for
a query is selected at run-time, and the corresponding replica of the
blocks are read by the map tasks in HAIL.

Data collocation: A serious limitation of MapReduce systems is that
HDFS does not support the ability to collocate data. Because of this
limitation, query processing systems on top of MapReduce—e.g., Hive,
Pig, and JAQL—cannot support collocated join operators. Recall from
Chapter 2 that collocated joins are one of the most efficient ways to
do large joins in parallel database systems. Hadoop++ and CoHadoop
[84] provide two different techniques to collocate data in MapReduce
systems.

Hadoop++ uses the same “trojan” approach as in trojan indexes
in order to co-partition and collocate data at load time [80]. Thus,
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blocks of HDFS can now contain data from multiple tables. With this
approach, joins can be processed at the map side rather than at the
reduce side. Map-side joins avoid the overhead of sorting and shuffling
data.

CoHadoop adds a file-locator attribute to HDFS files and imple-
ments a file layout policy such that all files with the same locator are
placed on the same set of nodes. Using this feature, CoHadoop can
collocate any related pair of files, e.g., every pair of joining partitions
across two tables that are both hash-partitioned on the join key; or, a
partition and an index on that partition. CoHadoop can then run joins
very efficiently using a map-side join operator that behaves like the col-
located join operator in parallel database systems. CoHadoop relies on
applications to set the locator attributes for the files that they create.

Data layouts: It is also possible to implement columnar data layouts
in HDFS. Systems like Llama [140] and CIF [89] use a pure column-
oriented design while Cheetah [64], Hadoop++ [80], and RCFile [105]
use a hybrid row-column design based on PAX [10]. Llama partitions
attributes into vertical groups like the projections in C-Store and Ver-
tica (recall §3.2.1). Each vertical group is sorted based on one of its
component attributes. Each column is stored in a separate HDFS file,
which enables each column to be accessed independently to reduce read
I/O costs, but may incur run-time costs for tuple reconstruction.

CIF uses a similar design of storing columns in separate files, but
its design is different from Llama in many ways. First, CIF partitions
the table horizontally and stores each horizontal partition in a separate
HDFS directory for independent access in map tasks. Second, CIF uses
an extension of HDFS to enable collocation of columns corresponding
to the same tuple on the same node. Third, CIF supports some late
materialization techniques to reduce tuple reconstruction costs [89].

Cheetah, Hadoop++, and RCFile use a layout where a set of tuples
is stored per HDFS block, but a columnar format is used within the
HDFS block. Since HDFS guarantees that all the bytes of an HDFS
block will be stored on a single node, it is guaranteed that tuple re-
construction will not require data transfer over the network. The intra-
block data layouts used by these systems differ in how they use com-
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pression, how they treat replicas of the same block, etc. For example,
Hadoop++ can use different layouts in different replicas, and choose
the best layout at query processing time. Queries that require a large
fraction of the columns should use a row-oriented layout, while queries
that access fewer columns should use a column-oriented layout [122].

Almost all the above data layouts are inspired by similar data lay-
outs in classic parallel database systems and columnar database sys-
tems. HadoopDB [5] takes this concept to the extreme by installing
a centralized database system on each node of the cluster, and using
Hadoop primarily as the engine to schedule query execution plans as
well as to provide fine-grained fault tolerance. The additional storage
system provided by the databases gives HadoopDB the ability to over-
come limitations of HDFS such as lack of collocation and indexing.
HadoopDB introduces some advanced partitioning capabilities such as
reference-based partitioning which enable multi-way joins to be per-
formed in a collocated fashion [30]. The HadoopDB architecture is fur-
ther discussed in §4.3.

HDFS alternatives: A number of new distributed file systems are
now viable alternatives to HDFS and offer full compatibility with
Hadoop MapReduce. The MapR File System [149] and Ceph [191]
have similar architectures to HDFS but both offer a distributed meta-
data service as opposed to the centralized NameNode on HDFS. In
MapR, metadata is sharded across the cluster and collocated with the
data blocks, whereas Ceph uses dedicated metadata servers with dy-
namic subtree partitioning to avoid metadata access hot spots. In addi-
tion, MapR allows for mutable data access and is NFS mountable. The
Quantcast File System (QFS) [162], which evolved from the Kosmos
File System (KFS) [127], employs erasure coding rather than repli-
cation as its fault tolerance mechanism. Erasure coding enables QFS
to not only reduce the amount of storage but to also accelerate large
sequential write patterns common to MapReduce workloads.
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Figure 4.3: Execution of a MapReduce job.

4.3 Execution Engine

MapReduce execution engines represent a new data-processing frame-
work that has emerged in recent years to deal with data at massive
scale [72]. Users specify computations over large datasets in terms of
Map and Reduce functions, and the underlying run-time system au-
tomatically parallelizes the computation across large-scale clusters of
machines, handles machine failures, and schedules inter-machine com-
munication to make efficient use of the network and disk bandwidth.

As shown in Figure 4.2, a Hadoop MapReduce cluster employs a
master-slave architecture where one master component (called Job-
Tracker) manages a number of slave components (called TaskTrack-
ers). Figure 4.3 shows how a MapReduce job is executed on the clus-
ter. Hadoop launches a MapReduce job by first splitting (logically) the
input dataset into data splits. Each data split is then scheduled to one
TaskTracker node and is processed by a map task. A Task Scheduler
is responsible for scheduling the execution of map tasks while taking
data locality into account. Each TaskTracker has a predefined number
of task execution slots for running map (reduce) tasks. If the job will
execute more map (reduce) tasks than there are slots, then the map
(reduce) tasks will run in multiple waves. When map tasks complete,
the run-time system groups all intermediate key-value pairs using an
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external sort-merge algorithm. The intermediate data is then shuffled
(i.e., transferred) to the TaskTrackers scheduled to run the reduce tasks.
Finally, the reduce tasks will process the intermediate data to produce
the results of the job.

Higher-level systems like Pig [94] and Hive [189] use the underlying
MapReduce execution engine in similar ways to process the data. In
particular, both Pig and Hive will compile the respective Pig Latin and
HiveQL queries into logical plans, which consist of a tree of logical oper-
ators. The logical operators are then converted into physical operators,
which in turn are packed into map and reduce tasks for execution. A
typical query will result in a directed acyclic graph (DAG) of multiple
MapReduce jobs that are executed on the cluster.

The execution of Pig Latin and HiveQL queries as MapReduce jobs
results in Pig and Hive being well suited for batch processing of data,
similar to Hadoop. These systems thrive when performing long sequen-
tial scans in parallel, trying to utilize the entire cluster to the fullest.
In addition, both Pig and Hive are read-based, and therefore not ap-
propriate for online transaction processing which typically involves a
high percentage of random write operations. Finally, since MapReduce
is the basic unit of execution, certain optimization opportunities like
better join processing can be missed (discussed further in §4.4).

4.3.1 Alternative MapReduce Execution Engines

As discussed earlier in §4.2, HadoopDB is a hybrid system that com-
bines the best features of parallel database systems and MapReduce
systems [5]. HadoopDB runs a centralized database system on each
node and uses Hadoop primarily as the execution plan scheduling and
fault-tolerance layer. HadoopDB introduced the concept of split query
execution where a query submitted by a user or application will be
converted into an execution plan where some parts of the plan would
run as queries in the database and other parts would run as map and
reduce tasks in Hadoop [30]. The best such splitting of work will be
identified during plan generation. For example, if two joining tables
are stored partitioned and collocated, then HadoopDB can perform an
efficient collocated join like in parallel database systems.



4.3. Execution Engine 53

Figure 4.4: Architecture of the HadoopDB system, which has a hybrid design that
combines MapReduce systems and centralized databases.

Figure 4.4 shows the architecture of HadoopDB. The database con-
nector is an interface between the TaskTrackers in Hadoop and the
individual database systems. The database connector can connect to
a database, execute a SQL query, and return the query result in the
form of key-value pairs. Metadata about the databases is stored in the
system catalog. The catalog maintains system metadata such as con-
nection parameters, schema and statistics of the tables stored, locations
of replicas, and data partitioning properties.

The SMS (SQL to MapReduce to SQL) planner extends Hive and
produces split-execution query plans that can exploit features provided
by the available database systems. The data loader globally repartitions
tables based on a partition key, breaks down single-node partitions
further into smaller partitions, and bulk loads the single-node databases
with these smaller partitions.
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Clydesdale is a system that was built to demonstrate that a simple
architecture that leverages existing techniques from parallel database
systems can provide substantial performance benefits for query pro-
cessing in MapReduce systems [123]. Clydesdale is aimed at workloads
where the data fits a star schema. The fact table is stored on HDFS
using CIF [89]. Copies of the dimension tables are also stored in HDFS,
but are replicated to the local storage on each node in the cluster.

SQL queries submitted to Clydesdale are converted into a query
plan composed of MapReduce jobs. Join processing is done in the map
phase such that map tasks apply predicates to the dimension tables
and build hash tables in the setup phase. Then, the map tasks join the
tuples in the fact table by probing the hash tables. The reduce phase is
responsible for grouping and aggregation. Clydesdale draws on several
strategies for performance improvement: careful use of multi-core par-
allelism, employing a tailored star-join plan instead of joining tables in
a pairwise manner, and columnar storage. All these techniques together
give considerable improvement over processing the queries directly on
a MapReduce system.

Sailfish [170] is an alternative MapReduce framework for large scale
data processing whose design is centered around aggregating interme-
diate data, i.e., data produced by map tasks and consumed later by
reduce tasks. In particular, the output of map tasks (which consists
of key/value pairs) is first partitioned by key and then aggregated on
a per-partition basis using a new file system abstraction, called I-files
(Intermediate data files). I-files support batching of data written by
multiple writers and read by multiple readers. This intermediate data
is sorted and augmented with an index to support key-based retrieval.
Based on the distribution of keys across the I-files, the number of reduce
tasks as well as the key-range assignments to tasks can be determined
dynamically in a data-dependent manner.

4.4 Query Optimization

Being a much newer technology, MapReduce engines significantly lack
principled optimization techniques compared to database systems.
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Hence, the MapReduce stack (see Figure 4.1) can be poorer in per-
formance compared to a database system running on the same amount
of cluster resources [90, 166]. In particular, the reliance on manual
tuning and absence of cost-based optimization can result in missed
opportunities for better join processing or partitioning. A number of
ongoing efforts are addressing this issue through optimization oppor-
tunities arising at different levels of the MapReduce stack.

For higher levels of the MapReduce stack that have access to declar-
ative semantics, many optimization techniques inspired by database
query optimization and workload tuning have been proposed. Hive and
Pig employ rule-based approaches for a variety of optimizations such as
filter and projection pushdown, shared scans of input datasets across
multiple operators from the same or different analysis tasks [157], re-
ducing the number of MapReduce jobs in a workflow [137], and han-
dling data skew in sorts and joins. The AQUA system supports System-
R-style join ordering [193]. Improved data layouts [122, 140] and in-
dexing techniques [80, 81] inspired by database storage have also been
proposed, as discussed in §4.2.

Lower levels of the MapReduce stack deal with workflows of MapRe-
duce jobs. A MapReduce job may contain black-box map and reduce
functions expressed in programming languages like Java, Python, and
R. Many heavy users of MapReduce, ranging from large companies like
Facebook and Yahoo! to small startups, have observed that MapRe-
duce jobs often contain black-box UDFs to implement complex logic
like statistical learning algorithms or entity extraction from unstruc-
tured data [146, 159]. One of the optimization techniques proposed
for this level—exemplified by HadoopToSQL [121] and Manimal [49]—
does static code analysis of MapReduce programs to extract declarative
constructs like filters and projections. These constructs are then used
for database-style optimization such as projection pushdown, column-
based compression, and use of indexes.

Finally, the performance of MapReduce jobs is directly affected by
various configuration parameter settings like degree of parallelism and
use of compression. Choosing such settings for good job performance
is a nontrivial problem and a heavy burden on users [27]. Starfish has
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introduced a cost-based optimization framework for MapReduce sys-
tems for determining configuration parameter settings as well as the
cluster resources to meet desired requirements on execution time and
cost for a given analytics workload [110]. Starfish’s approach is based
on: (i) collecting monitoring information in order to learn the run-time
behavior of workloads (profiling), (ii) deploying appropriate models to
predict the impact of hypothetical tuning choices on workload behav-
ior, and (iii) using efficient search strategies to find tuning choices that
give good workload performance [107, 109].

4.5 Scheduling

The primary goal of scheduling in MapReduce is to maximize data-
locality; that is, to schedule the MapReduce tasks to execute on nodes
where data reside or as close to those nodes as possible. The original
scheduling algorithm in Hadoop was integrated within the JobTracker
and was called FIFO (First In, First Out). In FIFO scheduling, the Job-
Tracker pulled jobs from a work queue in order of arrival and scheduled
all the tasks from each job for execution on the cluster. This scheduler
had no concept of priority or size of the job, but offered simplicity and
efficiency.

As MapReduce evolved into a multi-tenant data-processing plat-
form, more schedulers were created in an effort to maximize the work-
load throughput and cluster utilization. The two most prominent sched-
ulers today are the Fair Scheduler [16] and the Capacity Scheduler [15],
developed by Facebook and Yahoo!, respectively. The core idea behind
the Fair Scheduler is to assign resources to jobs such that on aver-
age over time, each job gets an equal share of the available resources.
Users may assign jobs to pools, with each pool allocated a guaranteed
minimum number of Map and Reduce slots. Hence, this scheduler lets
short jobs finish in reasonable time while not starving long jobs. The
Capacity Scheduler shares similar principles with the Fair Scheduler,
but focuses on enforcing cluster capacity sharing among users, rather
than among jobs. In capacity scheduling, several queues are created,
each with a configurable number of map and reduce slots. Queues that
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contain jobs are given their configured capacity, while free capacity
in a queue is shared among other queues. Within a queue, scheduling
operates based on job priorities.

There exists an extensive amount of research work improving the
scheduling policies in Hadoop [168]. Delay scheduling [198] is an exten-
sion to the Fair Scheduler that temporarily relaxes fairness to improve
data locality by asking jobs to wait for a scheduling opportunity on
a node with local data. Dynamic Proportional Share Scheduler [172]
supports capacity distribution dynamically among concurrent users,
allowing them to adjust the priority levels assigned to their jobs. How-
ever, this approach does not guarantee that a job will complete by
a specific deadline. Deadline Constraint Scheduler [124] addresses the
issue of deadlines but focuses more on increasing system utilization.
Finally, Resource Aware Scheduler [196] considers resource availability
on a more fine-grained basis to schedule jobs.

One potential issue with the Hadoop platform is that by dividing
the tasks across multiple nodes, it is possible for a few slow nodes to
rate-limit the rest of the job. To overcome this issue, Hadoop uses a
process known as speculative execution. In particular, Hadoop schedules
redundant copies of some tasks (typically towards the end of a job) for
execution across several nodes that are not currently busy. Whichever
copy of a task finishes first becomes the definitive copy and the other
copies are abandoned.

As discussed earlier, a typical HiveQL or Pig Latin query is parsed,
possibly optimized using a rule-based or cost-based approach, and con-
verted into a MapReduce workflow. A MapReduce workflow is a di-
rected acyclic graph (DAG) of multiple MapReduce jobs that read one
or more input datasets and write one or more output datasets. The jobs
in a workflow can exhibit dataflow dependencies because of producer-
consumer relationships and hence, must be scheduled serially in order
of their dependencies. Jobs without such dataflow dependencies can be
scheduled to be run concurrently and are said to exhibit cluster re-
source dependencies [139]. The scheduling of jobs within a workflow is
typically handled by the higher-level system itself (i.e., Hive and Pig).
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Figure 4.5: Hadoop NextGen (YARN) architecture.

4.6 Resource Management

In the original version of Hadoop, each node in a cluster is statically
assigned a predefined number of map and reduce slots for running map
and reduce tasks concurrently [192]. Hence, the allocation of cluster
resources to jobs is done in the form of these slots. This static allocation
of slots has the obvious drawback of lowered cluster utilization since slot
requirements vary during the MapReduce job life cycle. Typically, there
is a high demand for map slots when the job starts, whereas there is a
high demand for reduce slots towards the end. However, the simplicity
of this scheme simplified the resource management performed by the
JobTracker, in addition to the scheduling decisions.

Overall, the Job Tracker in Hadoop has the dual role of managing
the cluster resources as well as scheduling and monitoring MapReduce
jobs. Hadoop NextGen (also known as MapReduce 2.0 or YARN) [22]
separates the above two functionalities into two separate entities: a
global ResourceManager is responsible for allocating resources to run-
ning applications, whereas a per-application ApplicationMaster man-
ages the application’s life-cycle (see Figure 4.5). There is also a per-
machine NodeManager that manages the user processes on that node.
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The ApplicationMaster is a framework-specific library that negotiates
resources from the ResourceManager and works with the NodeMan-
ager(s) to execute and monitor the tasks. In the YARN design, MapRe-
duce is just one application framework; the design permits building and
deploying distributed applications using other frameworks as well.

The resource allocation model in YARN addresses the static allo-
cation deficiencies of the previous Hadoop versions by introducing the
notion of resource containers. A container represents a specification of
node resources—called attributes—such as CPU, memory, disk band-
width, and network bandwidth. In this model, only a minimum and a
maximum for each attribute are defined, and ApplicationMasters can
request containers with attribute values as multiples of the minimum.
Hence, different ApplicationMasters have the ability to request different
container sizes at different times, giving rise to new research challenges
on how to efficiently and effectively allocate resources among them.

Hadoop also supports dynamic node addition as well as decommis-
sioning of failed or surplus nodes. When a node is added in the cluster,
the TaskTracker will notify the JobTracker of its presence and the Job-
Tracker can immediately start scheduling tasks on the new node. On the
other hand, when a node is removed from the cluster, the JobTracker
will stop receiving heartbeats from the corresponding TaskTracker and
after a small period of time, it will stop scheduling tasks on that node.

Even though newly-added nodes can be used almost immediately
for executing tasks, they will not contain any data initially. Hence, any
map task assigned to the new node will most likely not access local
data, introducing the need to rebalance the data. HDFS provides a
tool for administrators that rebalances data across the nodes in the
cluster. In particular, the HDFS Rebalancer analyzes block placement
and moves data blocks across DataNodes in order to achieve a uniform
distribution of data, while maintaining data availability guarantees.

Hadoop On Demand (HOD) [17] is a system for provisioning and
managing virtual clusters on a larger shared physical cluster. Each vir-
tual cluster runs its own Hadoop MapReduce and Hadoop Distributed
File System (HDFS) instances, providing better security and perfor-
mance isolation among the users of each cluster. Under the covers,
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HOD uses the Torque resource manager [178] to do the node alloca-
tion. On each node, HOD will automatically prepare the configuration
files and start the various Hadoop components. HOD is also adaptive in
that it can shrink a virtual cluster when the workload changes. In par-
ticular, HOD can automatically deallocate nodes from a cluster after
it detects no jobs were running for a given time period. This behavior
permits the most efficient use of the overall physical cluster resources.

4.7 Fault Tolerance

Fault tolerance features are built in all the layers of the Hadoop stack,
including HDFS, MapReduce, and higher-level systems like Pig and
Hive. HDFS is designed to reliably store very large files across machines
in a large cluster by replicating all blocks of a file across multiple ma-
chines [176]. For the common case, when the replication factor is three,
HDFS’s default placement policy is to put one replica on one node in
the local rack and the other two replicas on two different nodes in a dif-
ferent rack. In case of a failure—a DataNode becoming unavailable, a
replica becoming corrupted, or a hard disk on a DataNode failing—the
NameNode will initiate re-replication of the affected blocks in order to
ensure that the replication factor for each block is met. Data corruption
is detected via the use of checksum validation, which is performed by
the HDFS client by default each time the data is accessed.

The primary way that the Hadoop MapReduce execution engine
achieves fault tolerance is through restarting tasks [192]. If a particular
task fails or a TaskTracker fails to communicate with the JobTracker
after some period of time, then the JobTracker will reschedule the failed
task(s) for execution on different TaskTrackers. Failed map tasks are
automatically restarted (in other nodes) to process their part of the
data again (typically a single file block). Intermediate job data are per-
sisted to disk so that failed reduce tasks can also be restarted without
requiring the re-execution of map tasks.
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4.8 System Administration

System administration for MapReduce systems is a less established
area compared to database administration as done by DBAs. MapRe-
duce system deployments are administered predominantly by cluster
operations personnel, some of whom may specialize per system layer
(e.g., HDFS operations staff). Some notable differences between paral-
lel database systems and MapReduce systems make it harder to tune
MapReduce systems for high performance. For example, it is common
in MapReduce systems to interpret data (lazily) at processing time,
rather than (eagerly) at loading time. Hence, properties of the input
data (e.g., schema) may not be known.

Furthermore, there are many possible ways in which a MapRe-
duce job J in a workload that runs on a MapReduce system could
have been generated. A user could have generated J by writing the
map and reduce functions in some programming language like Java
or Python. J could have been generated by query-based interfaces like
Pig or Hive that convert queries specified in some higher-level language
to a workflow of MapReduce jobs. J could have been generated by
program-based interfaces like Cascading or FlumeJava [55] that inte-
grate MapReduce job definitions into popular programming languages.
This spectrum of choice in MapReduce job generation increases the
complexity of administrative tasks like system monitoring, diagnosing
the cause of poor performance, performance tuning, and capacity plan-
ning.
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Dataflow Systems

The application domain for data-intensive analytics is moving towards
complex data-processing tasks such as statistical modeling, graph anal-
ysis, machine learning, and scientific computing. While MapReduce can
be used for these tasks, its restrictive programming and execution mod-
els pose problems from an ease of use as well as a performance perspec-
tive for many of these tasks. Consequently, recent Dataflow systems are
extending the MapReduce framework with a more generalized dataflow-
based execution model. In particular, Spark [200], Hyracks [42], and
Nephele [34] have been developed to generalize the MapReduce execu-
tion model by supporting new primitive operations in addition to Map
and Reduce. For example, in the case of Spark, data after every step
is stored as Resilient Distributed Datasets (RDDs) which can reside in
memory rather than be persisted to disk.

A number of systems in this category aim at replacing MapRe-
duce altogether with flexible dataflow-based execution models that can
express a wide range of data access and communication patterns. Var-
ious dataflow-based execution models have been proposed, including
directed acyclic graphs in Dryad [119], serving trees in Dremel [153],
and bulk synchronous parallel processing in Pregel [148].

62
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Figure 5.1: Typical dataflow software stacks along with the Hadoop stack.

Figure 5.1 summarizes some common dataflow software stacks com-
prised of various systems at the storage, execution, and query levels.
HDFS is the most popular storage layer shared by most stacks, while
the Cosmos Storage System [54] is used in the Dryad stack, and GFS
[96] and Bigtable [58] are used in the Google stack. Dryad is the ex-
ecution engine used predominantly by Microsoft with the higher-level
languages DryadLINQ [120] and SCOPE [204] completing the Dryad
stack. RDD, Spark, and Shark, developed at Berkeley’s AMP Lab, com-
plete the Berkeley Data Analytics Stack (BDAS) and have a strong
emphasis on utilizing the memory on the compute nodes. ASTERIX
and Stratosphere are both open-source platforms for large-scale data
analytics with similar execution engines and interfaces. Finally, the
Google stack contains more specialized systems including the original
MapReduce, Tenzing, Dremel, and Pregel.

5.1 Data Model and Interfaces

Dataflow systems typically work with flexible data models supporting
a wide range of data formats such as unstructured or semi-structured
text, binary sequence files, JSON, XML, nested structured text, and
relational data. The processing of data by the various systems in this
category follows a common theme and consists of (a) a set of compu-
tational vertices that define local processing on a partition of the data,
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and (b) a set of communication edges that define data transfers or
transformations between the vertices. The main difference among the
systems is how the vertices and edges are arranged for data processing:

• The Directed Acyclic Graph (DAG) pattern is the most popu-
lar one. Dryad, Spark, Hyracks, and Nephele are all DAG-based
dataflow systems.

• The restricted graph form of a tree is used by Dremel in order to
run aggregation queries over large datasets in near real time.

• The generalized graph form of a directed graph (i.e., with cycles)
is used by Pregel to support large-scale iterative processing.

The query interfaces exposed by the various dataflow systems can be
divided into three categories: (i) domain-specific languages that de-
clare a programming language API and are used by Dryad, Hyracks,
Nephele, and Pregel, (ii) functional programming interfaces that are
used by DryadLINQ and Spark, and (iii) declarative languages that re-
semble SQL and are used by SCOPE, Shark, AQL, Meteor, Tenzing,
and Dremel. Depending on their category, the various query interfaces
provide interesting tradeoffs between expressiveness, declarativity, and
optimizability. The lower-level, domain-specific languages exposed by
systems like Dryad and Nephele, exhibit the highest level of expressive-
ness but at the expense of programming simplicity and optimization op-
portunities. At the other end of the spectrum, declarative languages like
SCOPE have well-defined but constrained semantics that are amenable
to similar optimizations as in relational databases (discussed in §5.4).
Functional programming interfaces offered by DryadLINQ and Spark
have many declarative constructs but also have a strong emphasis on
user-defined functions, allowing the user to trade declarativity and op-
timizability for expressiveness.

Dryad’s domain-specific language, implemented via a C++ library,
is used to create and model a Dryad execution graph [197]. The graph
consists of computational vertices and edges written using standard
C++ constructs. Pregel [148] also exposes a C++ API for implement-
ing arbitrary graph algorithms over various graph representations. On



5.1. Data Model and Interfaces 65

the other hand, Hyracks [42] and Nephele [34] are implemented in Java
and thus expose a Java-based API. Similar to Dryad, Hyracks allows
users to express a computation as a DAG of data operators (vertices)
and connectors (edges). Operators process partitions of input data and
produce partitions of output data, while connectors repartition oper-
ator outputs to make the newly-produced partitions available at the
consuming operators.

Nephele uses the Parallelization Contracts (PACT) programming
model [11], a generalization of the well-known MapReduce program-
ming model. The PACT model extends MapReduce with more second-
order functions (namely, Map, Reduce, Match, CoGroup, and Cross),
as well as with “Output Contracts” that give guarantees about the be-
havior of a function. Complete PACT programs are workflows of user
functions, starting with one or more data sources and ending with one
or more data sinks.

DryadLINQ [120] is a hybrid of declarative and imperative lan-
guage layers that targets the Dryad run-time and uses the Language
INtegrated Query (LINQ) model [152]. DryadLINQ provides a set of
.NET constructs for programming with datasets. A DryadLINQ pro-
gram is a sequential program composed of LINQ expressions that
perform arbitrary side-effect-free transformations on datasets. While
DryadLINQ is implemented using .Net, Spark is implemented in Scala,
a statically-typed high-level programming language for the Java Virtual
Machine. Spark exposes a functional programming interface similar to
DryadLINQ in Scala, Python, and Java.

SCOPE (Structured Computations Optimized for Parallel Execu-
tion) [204], Shark [195], the ASTERIX Query Language (AQL) [35],
Meteor [138] and Tenzing [59] provide SQL-like declarative languages
on top of Dryad, Spark, Hyracks, Nephele, and Google’s MapReduce,
respectively. In particular, SCOPE supports writing a program using
traditional nested SQL expressions as well as a series of simple data
transformations, while Shark has chosen to be compatible with Apache
Hive using HiveQL. Meteor is an operator-oriented query language that
uses a JSON-like data model to support the analysis of unstructured
and semi-structured data. Dremel [153] also exposes a SQL-like inter-
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face with extra constructs to query nested data since its data model is
based on strongly-typed nested records. Each SQL statement in Dremel
(and the algebraic operators it translates to) takes as input one or mul-
tiple nested tables and the input schema, and produces a nested table
and its output schema.

5.2 Storage Layer

There are four distinct storage layers used among the various dataflow
systems for storing and accessing data. The most typical storage layer
is an independent distributed file system such as GFS or HDFS. The
second category includes distributed wide columnar stores like Bigtable
and HBase, which operate on top of GFS and HDFS respectively. The
third storage layer is an in-memory data storage layer that utilizes extra
memory on the compute nodes, while the last one is a nested columnar
storage layer.

Distributed File Systems: Most distributed file systems used in re-
cent large-scale data analytics systems were influenced by or derived
from the Google File System (GFS) [96]. In GFS, large files are broken
into small pieces that are replicated and distributed across the local
disks of the cluster nodes. The architecture of HDFS described in §4.2
is derived from the architecture of GFS.

The Pregel system can directly use GFS, whereas Hyracks, Nephele,
and Spark use HDFS. In addition to GFS, Pregel can also process data
stored in Bigtable. Dryad uses the Cosmos Storage System [54], an
append-only distributed file system also inspired by GFS. Dryad also
offers support for accessing files stored on the local NTFS file system
as well as tables stored in SQLServer databases running on the cluster
nodes [119].

The typical distributed file systems are optimized for large se-
quential reads and writes while serving single-writer, multiple-reader
workloads. Therefore, they work best for batch processing systems like
Hadoop, Hyracks, and Nephele. However, stores like GFS and HDFS
are not suitable for systems that require concurrent write operations
or applications that prefer a record-oriented abstraction of the data.
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Wide columnar stores (and key-value stores in general) were designed
as a layer on top of these distributed file systems to address the needs
of such applications.

Wide Columnar Stores: Wide columnar (or column-family) stores
employ a distributed, column-oriented data structure that accommo-
dates multiple attributes per key. The most prominent example of a
wide columnar store is Google’s Bigtable [58], a distributed, versioned,
column-oriented, key-value store that is well suited for sparse datasets.
Each Bigtable table is stored as a multidimensional sparse map, with
rows and columns, where each cell contains a timestamp and an as-
sociated arbitrary byte array. A cell value at a given row and column
is uniquely identified by the tuple <table, row, column-family:column,
timestamp>. All table accesses are based on the aforementioned pri-
mary key, while secondary indices are possible through additional index
tables.

HBase [95] is the open-source equivalent of Bigtable, and it is built
on top of HDFS supporting Hadoop MapReduce. Similar to Bigtable,
HBase features compression, in-memory operation, and Bloom filters on
a per-column basis. Accumulo [18] is also based on the Bigtable design
and is built on top of Hadoop, Zookeeper, and Thrift. Compared to
Bigtable and HBase, Accumulo features cell-based access control and
a server-side programming mechanism that can modify key-value pairs
at various points in the data management process.

Similar to HBase, Cassandra [20] also follows Bigtable’s data model
and implements tables as distributed multidimensional maps indexed
by a key. Both systems offer secondary indexes, use data replication
for fault tolerance both within and across data centers, and have sup-
port for Hadoop MapReduce. However, Cassandra has a vastly different
architecture: all nodes in the cluster have the some role and coordi-
nate their activities using a pure peer-to-peer communication protocol.
Hence, there is no single point of failure. Furthermore, Cassandra of-
fers a tunable level of consistency per operation, ranging from weak, to
eventual, to strong consistency. HBase, on the other hand, offers strong
consistency by design.

In-memory Data Storage: A Resilient Distributed Dataset (RDD) is
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a distributed shared memory abstraction that represents an immutable
collection of objects partitioned across a set of nodes [199]. Each RDD
is either a collection backed by an external storage system, such as a
file in HDFS, or a derived dataset created by applying various data-
parallel operators (e.g., map, group-by, hashjoin) to other RDDs. The
elements of an RDD need not exist in physical storage or reside in
memory explicitly; instead, an RDD can contain only the lineage infor-
mation necessary for computing the RDD elements starting from data
in reliable storage. This notion of lineage is crucial for achieving fault
tolerance in case a partition of an RDD is lost as well as managing how
much memory is used by RDDs. Currently, RDDs are used by Spark
with HDFS as the reliable back-end store.

Nested Columnar Storage: The demand for more interactive anal-
ysis of large datasets has led to the development of a new columnar
storage format on top of a distributed file system that targets nested
data. Dremel [153] uses this nested columnar data layout on top of
GFS and Bigtable. The data model is based on strongly-typed nested
records with a schema that forms a tree hierarchy, originating from
Protocol Buffers [167]. The key ideas behind the nested columnar for-
mat are: (i) a lossless representation of record structure by encoding
the structure directly into the columnar format, (ii) fast encoding of
column stripes by creating a tree of writers whose structure matches
the field hierarchy in the schema, and (iii) efficient record assembly by
utilizing finite state machines [153].

Several data serialization formats are now widely used for storing
and transferring data, irrespective of the storage layer used. Protocol
Buffers [167] are a method of serializing structured or semi-structured
data in a compact binary format. This framework includes an Inter-
face Definition Language (IDL) that describes the structure of the data
and a program that generates source code in various programming lan-
guages to represent the data from that description. Apache Thrift [6]
offers similar features to Protocol Buffers, with the addition of a con-
crete Remote Procedural Call (RPC) protocol stack to use with the de-
fined data and services. Apache Avro [19] is also an RPC and serializa-
tion framework developed initially within the Apache Hadoop project.
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Unlike Protocol Buffers and Thrift, Avro uses JSON for defining data
types and protocols, and hence does not require a code-generation pro-
gram. However, code generation is available in Avro for statically typed
languages as an optional optimization.

5.3 Execution Engine

The dataflow-based execution models are what distinguish dataflow
systems from MapReduce systems the most. Dryad, Spark, Hyracks,
and Nephele all execute directed acyclic graphs of data processing units.
Given the high degree of similarity among the execution engines of the
aforementioned systems, we have chosen to only elaborate on Dryad’s
execution engine. The remaining two execution models are the serving
trees used in Dremel and the bulk synchronous parallel processing used
in Pregel.

A Dryad job is a Directed Acyclic Graph (DAG) where each vertex
defines the operations that are to be performed on the data and each
edge represents the flow of data between the connected vertices. Ver-
tices can have an arbitrary number of input and output edges. At exe-
cution time, vertices become processes communicating with each other
through data channels (edges) used to transport a finite sequence of
data records. The physical implementation of the channel abstraction
is realized by shared memory, TCP pipes, or disk files. The inputs to
a Dryad job are typically stored as partitioned files in the distributed
file system. Each input partition is represented as a source vertex in
the job graph and any processing vertex that is connected to a source
vertex reads the entire partition sequentially through its input channel.

Figure 5.2 shows the Dryad system architecture. The execution of a
Dryad job is orchestrated by a centralized Job Manager. The primary
function of the Job Manager is to construct the run-time DAG from its
logical representation and execute it in the cluster. The Job Manager
is also responsible for scheduling the vertices on the processing nodes
when all the inputs are ready, monitoring progress, and re-executing
vertices upon failure. A Dryad cluster has a Name Server that enumer-
ates all the available compute nodes and exposes their location within
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Figure 5.2: Dryad system architecture.

the network so that scheduling decisions can take better account of lo-
cality. There is a Processing Daemon running on each cluster node that
is responsible for creating processes on behalf of the Job Manager. Each
process corresponds to a vertex in the graph. The Processing Daemon
acts as a proxy so that the Job Manager can communicate with the
remote vertices and monitor the state and progress of the computation.

Dremel [153]—with corresponding open-source systems, Cloudera
Impala [65] and Apache Drill [21]—uses the concept of a multi-level
serving tree borrowed from distributed search engines [70] to execute
queries. When a root server receives an incoming query, it will rewrite
the query into appropriate subqueries based on metadata information,
and then route the subqueries down to the next level in the serving
tree. Each serving level performs a similar rewriting and re-routing.
Eventually, the subqueries will reach the leaf servers, which commu-
nicate with the storage layer or access the data from local disk. On
the way up, the intermediate servers perform a parallel aggregation of
partial results until the result of the query is assembled back in the
root server.

Many practical applications involve iterative computations and
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graph processing. While MapReduce and general dataflow systems can
be used for such applications, they are not ideal for iterative and graph
algorithms that often better fit a message passing model. For this rea-
son, Pregel [148] introduced a new execution model inspired by the
Bulk Synchronous Parallel model [190]. A typical Pregel computation
consists of: (i) initializing the graph from the input, (ii) performing a
sequence of iterations separated by global synchronization points un-
til the algorithm terminates, and (iii) writing the output. Similar to
dataflow systems, each vertex executes the same user-defined function
that expresses the logic of a given algorithm. Within each iteration, a
vertex can modify its state or that of its outgoing edges, receive mes-
sages sent to it in the previous iteration, send messages to other vertices
(to be received in the next iteration), or even mutate the topology of
the graph.

5.4 Query Optimization

Dataflow systems combine benefits from both traditional parallel
databases and MapReduce execution engines to deliver scalability and
performance through various optimization techniques. Static rule-based
optimization is fairly common in most systems that expose higher level
interfaces, like DryadLINQ, SCOPE, and AQL. Lower-level systems
like Dryad and Spark offer mechanisms for dynamic optimization, while
some systems (e.g., SCOPE) support cost-based optimization.

Static Rule-based Optimization: Many of the traditional query
rewrite optimization rules from database systems—removing unneces-
sary columns, pushing down selection predicates, and pre-aggregating
when possible—are applicable to systems offering SQL-like interfaces.
SCOPE, DryadLINQ, and AQL have their own rule-based optimiz-
ers for applying such rules to the query plan, optimizing locality, and
improving performance [42, 197, 204]. DryadLINQ also allows users
to specify various annotations that are treated as manual hints and
are used to guide optimizations that the system is unable to perform
automatically. For example, annotations can be used to declare a user-
defined function as associative or commutative, enabling optimizations
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such as eager aggregation [120]. Finally, Nephele uses certain declar-
ative aspects of the second-order functions of the PACT programs to
guide a series of transformation and optimization rules for generating
an efficient parallel dataflow plan [34].

Dynamic Run-time Optimization: Both Dryad and Spark sup-
port dynamic optimizations for mutating the execution graph based
on run-time information such as statistics of the dataset processed. In
particular, Dryad supports a callback mechanism that can be used to
implement various run-time optimization policies [119]. For example,
after a set of vertices produces an intermediate data set to be consumed
by the next set of vertices, Dryad can dynamically choose the degree
of parallelism (i.e., change the number of vertices while preserving the
graph topology) based on the amount of generated data. Another dy-
namic optimization supported by Dryad is the addition of vertices to
create deeper aggregation trees. The new layer of vertices will process
subsets of the data that are close in network topology (e.g., on the
same node or rack) to perform partial aggregation and thus reduce the
overall network traffic between racks [197].

Shark supports dynamic query optimization in a distributed setting
via offering support for partial DAG execution (PDE); a technique that
allows dynamic alteration of query plans based on data statistics col-
lected at run-time [195]. Shark uses PDE to select the best join strategy
at run-time based on the exact sizes of the join’s input as well as to
determine the degree of parallelism for operators and mitigate skew.

Cost-based Query Optimization: The SCOPE optimizer is a
transformation-based optimizer inspired by the Cascades framework
[98] that translates input scripts into efficient execution plans. Hence,
it can apply many of the traditional optimization rules from database
systems such as column pruning and filter predicate push down. In
addition to traditional optimization techniques, the SCOPE optimizer
reasons about partitioning, grouping, and sorting properties in a single
uniform framework, and seamlessly generates and optimizes both serial
and parallel query plans [205]. The SCOPE optimizer considers such
alternative plans from a large plan space, and chooses the plan with
the lowest estimated cost based on data statistics and an internal cost
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model. The cost model of the optimizer is similar to the analytical cost
models used in classic parallel database systems.

5.5 Scheduling

The primary goal of scheduling in dataflow systems is identical to the
goal in MapReduce systems, namely, schedule tasks on nodes so that
high data locality can be obtained. All dataflow systems contain a
scheduling component that implements one or more scheduling tech-
niques for placing vertices close to their input data, rerunning failed
vertices, and performing straggler mitigation.

Dryad offers an interesting choice between two scheduling ap-
proaches. On one hand, a Job Manager can contain its own internal
scheduler that chooses which node each vertex should be executed on.
This decision is based on the network topology exposed by the cluster’s
Name Server. One the other hand, the Job Manager can send its list of
ready vertices and their constraints to a centralized scheduler that op-
timizes placement across multiple jobs running concurrently [119]. The
Dryad Scheduler will then decide which physical resources to schedule
work on and how to route data between computations. Note that the
channel type can affect scheduling. In particular, TCP requires both
vertices to run at the same time, while shared-memory requires both
vertices to run in the same process. Finally, the Scheduler has grouping
heuristics to ensure that each vertex has no more than a set number of
inputs, or a set volume of input data to process. These heuristics help
avoid overloading the vertex as well as the I/O system [204].

The schedulers in the other dataflow systems described in this chap-
ter are more similar to the MapReduce schedulers. Spark, in particular,
uses a FIFO scheduler with delay scheduling [198], even though other
schedulers can be used [200]. Dremel’s Query Dispatcher is in charge
of scheduling and will also take into consideration priorities for each
query as well as try to balance the load across the cluster [153]. Pregel
offers support for preemptive scheduling and will sometimes kill vertex
instances or move them to different nodes based on the overall cluster
utilization [148].
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5.6 Resource Management

The support for dynamic query optimization in some dataflow sys-
tems, like Dryad and Spark, has the potential to greatly improve the
overall resource utilization of the cluster. An application, for example,
can discover the size and placement of data at run-time, and modify
the graph as the computation progresses to make efficient use of the
available resources [119].

Dryad also offers techniques for improving resource utilization on
individual nodes. Even though most vertices contain purely sequen-
tial code, Dryad supports an event-based programming style that uses
asynchronous interfaces and a shared thread pool to run multiple ver-
tices within the same process. The run-time automatically distinguishes
between vertices which can use a thread pool and those that require a
dedicated thread; therefore, encapsulated graphs that contain hundreds
of asynchronous vertices are executed efficiently on a shared thread pool
[197].

Spark also uses multi-threading to run multiple vertices within
the same JVM process [200]. However, the main difference of Spark
from Dryad is that it uses a memory abstraction—called Resilient Dis-
tributed Datasets—to explicitly store data in memory.

Hadoop NextGen (or YARN) is a new framework for cluster re-
source management and was discussed in detail in §4.6. Mesos [111] is a
similar platform for sharing cluster resources between multiple different
frameworks (like MapReduce and MPI). Mesos consists of aMaster that
manages the Slave daemons running on each cluster node as well as the
cluster resources. Each framework consists of a Scheduler for making
scheduling decisions and an Executor for running the framework’s tasks
on each cluster node. The Master and Slave in Mesos are equivalent to
YARN’s ResourceManager and NodeManager respectively, while the
Scheduler in Mesos is similar to YARN’s ApplicationMaster.

The main difference between YARN and Mesos lies within their
resource models. In YARN, the ApplicationMaster requests containers
with a given specification and locality preferences, and the ResourceM-
anager grants the requests as resources become available. On the other
hand, the Master in Mesos decides how many resources to offer to each
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framework, and the framework’s Scheduler decides which of the offered
resources to use and how. Currently, Mesos supports control for CPU
(in terms of number of cores) and memory. For example, the Master
can offer 2 CPU cores and 4GB of memory on node N to a framework,
and the framework’s Scheduler can decide that it will use 1 CPU core
and 1GB of memory for running task X, and 1 CPU core and 3GB of
memory for running task Y. The Scheduler also has the option of reject-
ing a particular resource offer in anticipation of an offer for resources
on a different cluster node.

5.7 Fault Tolerance

The fault-tolerance features offered by the dataflow systems are very
similar to the ones offered by MapReduce systems in that vertices get
re-executed in case of a failure. The channel type in Dryad, however,
can affect the number of vertices to get re-executed. If files are used,
then only the failed vertex gets re-executed. If TCP or shared-memory
is used, then the set of all vertices involved in the communication will
have to get re-executed. Spark, which handles data in memory, achieves
fault tolerance through the notion of lineage in its Resilient Distributed
Datasets (RDD). If a partition of an RDD is lost, then the RDD has
enough information about how it was derived from other RDDs to be
able to rebuild just that partition [200].

In Dremel, the Query Dispatcher (the entity responsible for schedul-
ing) provides fault tolerance when one server becomes much slower than
others or a data replica becomes unreachable by taking advantage of the
specialized aggregation tree topology [153]. Fault tolerance in Pregel is
achieved through checkpointing [148]. At the beginning of each itera-
tion, the state of each vertex is persisted to storage. Upon failure, a
master coordinator reassigns graph partitions to the currently available
set of workers, which reload their corresponding partition state from
the most recently available checkpoint.
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5.8 System Administration

The current state of system administration in dataflow systems is sim-
ilar to the state of system administration in MapReduce systems as
discussed in §4.8. However, from an architectural perspective, dataflow
systems have more similarities to parallel database systems compared
to the similarities between MapReduce systems and parallel database
systems. Thus, it is conceivable that DBAs for parallel database sys-
tems have an easier time adapting their skills to administer dataflow
systems compared to MapReduce systems.



6
Conclusions

A major part of the challenge in data analytics today comes from the
sheer volume of data available for processing. Data volumes that many
companies want to process in timely and cost-efficient ways have grown
steadily from the multi-gigabyte range to terabytes and now to many
petabytes. The data storage and processing techniques that we pre-
sented in this monograph were aimed at handling such large datasets.
This challenge of dealing with very large datasets has been termed the
volume challenge. There are two other related challenges, namely, those
of velocity and variety [82].

The velocity challenge refers to the short response-time require-
ments for collecting, storing, and processing data. Most of the systems
that we covered in this monograph are batch systems. For latency-
sensitive applications, such as identifying potential fraud and recom-
mending personalized content, batch data processing is insufficient. The
data may need to be processed as it streams into the system in order
to extract the maximum utility from the data. There is an increasing
appetite towards getting query results faster.

The variety challenge refers to the growing list of data types—
relational, time series, text, graphs, audio, video, images, genetic
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codes—as well as the growing list of analysis techniques on such data.
New insights are found while analyzing more than one of these data
types together. The storage and processing techniques that we have
seen in this monograph (especially in Chapters 2 and 3) are predom-
inantly aimed at handling data that can be represented using a rela-
tional model (rows and columns) and processed by query plan operators
like filters, joins, and aggregation. However, the new and emerging data
types cannot be captured easily in a relational data model, or analyzed
easily by software that depends on running operators like filters, joins,
and aggregation. Instead, the new and emerging data types need a va-
riety of analytical techniques such as linear algebra, statistical machine
learning, text search, signal processing, natural language processing,
and iterative graph processing.

These challenges are shaping the new research trends in massively
parallel data processing. We will conclude the monograph with a sum-
mary of the recent research trends aimed at addressing these challenges.

6.1 Mixed Systems

The need to reduce the gap between the generation of data and the
generation of analytics results over this data has led to systems that
can support both OLTP and OLAP workloads in a single system. On
one hand, scalable distributed storage systems that provide various
degrees of transactional capabilities are being developed. Support for
transactions enables these systems to serve as the data store for on-
line services while making the data available concurrently in the same
system for analytics. The most prominent example here is Google’s
Bigtable system which is a distributed, versioned, and column-oriented
system that stores multi-dimensional and sorted datasets [58]. Bigtable
provides atomicity at the level of individual tuples.

Bigtable has motivated popular open-source implementations like
Accumulo [18], HBase [23], and Cassandra [131] (recall §5.2), as well
as follow-up systems from Google such as Megastore [31] and Spanner
[69]. Megastore and Spanner provide more fine-grained transactional
support compared to Bigtable without sacrificing performance require-
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ments in any significant way. Megastore supports ACID transactions
at the level of user-specified groups of tuples called entity groups, and
looser consistency across entity groups. Spanner supports transactions
at a global scale across data centers.

Traditionally, parallel databases have used different systems to sup-
port OLTP and OLAP [88, 101, 125]. OLTP workloads are character-
ized by a mix of reads and writes to a few tuples at a time, typically
through index structures like B-Trees. OLAP workloads are character-
ized by bulk updates and large sequential scans that read only a few
columns at a time. However, newer database workloads are increas-
ingly a mix of the traditional OLTP and OLAP workloads. For ex-
ample, “available-to-promise” applications require OLTP-style queries
while aggregating stock levels in real-time using OLAP-style queries to
determine if an order can be fulfilled [101]. A recent benchmark tries to
capture the current trend in database systems towards scenarios with
mixed workloads [66].

Systems like HYRISE, HyPer, and SAP HANA aim to support
OLTP and OLAP in a single system [88, 101, 125]. One of the challenges
these systems face is that data layouts that are good for OLTP may not
be good for OLAP, and vice versa. For example, HYRISE partitions
tables into vertical groups of varying widths depending on how the
columns of the tables are accessed. Smaller column groups are preferred
for OLAP-style data access while wider column groups are preferred
for OLTP-style data access (to reduce cache misses when performing
single row retrievals). Being an in-memory system, HYRISE identifies
the best column grouping based on a detailed cost model of cache
performance in mixed OLAP/OLTP settings [101].

HyPer complements columnar data layouts with sophisticated
main-memory indexing structures based on hashing, balanced search
trees (e.g., red-black trees), and radix trees [125]. Hash indexes enable
exact match (e.g., primary key) accesses that are the most common in
transactional processing, while the tree-structured indexes are essential
for small-range queries that are also encountered here.
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Figure 6.1: Overview of SAP HANA’s architecture.

6.2 Memory-based Systems

Given the steadily increasing memory sizes in commodity servers, a
number of memory-based systems are being developed such as SAP
HANA. Figure 6.1 gives an overview of the general SAP HANA ar-
chitecture [88]. A set of in-memory processing engines forms the core
of this architecture. Relational data resides in tables in column or row
layout in the combined column and row engine, and can be converted
from one layout to the other to allow query expressions with tables in
both layouts. Graph data (e.g., XML, JSON) and text data reside in
the graph engine and the text engine respectively; more engines are
possible due to the extensible architecture.

All engines in SAP HANA keep all data in main memory as long
as there is enough space available. All data structures are optimized
for cache-efficiency instead of being optimized for organization in tra-
ditional disk blocks. Furthermore, the engines compress the data using
a variety of compression schemes. When the limit of available main
memory is reached, entire data objects, e.g., tables or partitions, are
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unloaded from main memory under the control of application semantics
and reloaded into main memory when they are required again. While
virtually all data is kept in main memory by the processing engines for
performance reasons, data is stored by the persistence layer for backup
and recovery in case of a system restart after an explicit shutdown or
a failure [88].

Memory-based extensions and improvements on current systems
have also been proposed. M3R (Main Memory MapReduce) [175] is
a framework that extends Hadoop for running MapReduce jobs in
memory. M3R caches input and output data in memory, performs in-
memory shuffling, and always maps the same partition to the same
location across all jobs in a sequence in order to allow for the re-use of
already built memory structures. PowerDrill [102] is a column-oriented
datastore similar to Dremel, but it relies on having as much data in
memory as possible. PowerDrill uses two dictionaries as basic data
structures for representing a data column and employs several opti-
mizations for keeping the memory footprint of these structures small.

6.3 Stream Processing Systems

Timely analysis of activity and operational data is critical for com-
panies to stay competitive. Activity data from a company’s Web-site
contains page and content views, searches, as well as advertisements
shown and clicked. This data is analyzed for purposes like behavioral
targeting, where personalized content is shown based on a user’s past
activity, and showing advertisements or recommendations based on the
activity of her social friends [56]. Operational data includes monitoring
data collected from Web applications (e.g., request latency) and cluster
resources (e.g., CPU usage). Proactive analysis of operational data is
used to ensure that Web applications continue to meet all service-level
requirements.

The vast majority of analysis over activity and operational data
involves continuous queries. A continuous query Q is a query that is
issued once over data D that is constantly updated. Q runs contin-
uously over D and lets users get new results as D changes, without
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having to issue the same query repeatedly. Continuous queries arise
naturally over activity and operational data because of two reasons: (i)
the data is generated continuously in the form of append-only streams;
(ii) the data has a time component such that recent data is usually
more relevant than older data.

The growing interest in continuous queries is reflected by the engi-
neering resources that companies have recently been investing in build-
ing continuous query execution platforms. Yahoo! released S4 in 2010,
Twitter released Storm in 2011, and Walmart Labs released Muppet in
2012 [132, 156, 182]. Also prominent are recent efforts to add contin-
uous querying capabilities to the popular Hadoop platform for batch
analytics. Examples include the Oozie workflow manager, MapReduce
Online, and Facebook’s real-time analytics system [44, 67, 161]. These
platforms add to older research projects like Aurora [3], Borealis [1],
NiagaraCQ [62], STREAM [28], and TelegraphCQ [57], as well as com-
mercial systems like Esper [86], Infosphere Streams [38], StreamBase
[183], and Truviso [91].

Some of the features of streaming systems have been added to the
categories of systems discussed in the monograph. One example is in-
cremental processing where a query over data D is processed quickly
based on minimal additional processing done on top of a previous exe-
cution of the same query on a previous snapshot of D [87, 150, 154, 158].
NOVA is a workflow manager that supports incremental processing of
continuously arriving data. NOVA is implemented on top of Pig and
Hadoop without any modifications to these systems [158]. REX is a par-
allel query processing platform that supports recursive queries based
on incremental refinement of results [154].

Another example is the use of techniques like one-pass process-
ing and sampling to return quick, but approximate, answers for long-
running queries over large datasets. For example, BlinkDB is a query
processing framework for running queries interactively on large volumes
of data [7]. BlinkDB uses pre-computed samples of data to enable quick
retrieval of approximate query results. Dynamic MapReduce jobs that
can terminate early after producing a query result sample are pro-
posed in [100]. The EARL system produces query results quickly with
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reliable accuracy estimates [135]. EARL uses uniform sampling and
works iteratively to compute larger samples until the given accuracy
level is reached (estimated through bootstrapping). MapReduce Online
[67] can also generate approximate answers to MapReduce jobs using
online aggregation [106] rather than sampling. In MapReduce Online,
data produced by the Map tasks is pipelined directly to the Reduce
tasks, allowing the latter to generate and refine an approximation of
the final answer during the course of job execution.

6.4 Graph Processing Systems

For a growing number of applications, the data takes the form of graphs
that connect many millions of nodes. The growing need for managing
graph-shaped data comes from applications such as: (a) identifying in-
fluential people and trends propagating through a social-networking
community, (b) tracking patterns of how diseases spread, and (c) find-
ing and fixing bottlenecks in computer networks.

The analysis needs of such applications not only include processing
the attribute values of the nodes in the graph, but also analyzing the
way in which these nodes are connected. The relational data model
can be a hindrance in representing graph data as well as expressing
analysis tasks over this data especially when the data is distributed
and has some complex structure. Graph databases—which use graph
structures with nodes, edges, and their properties to represent and store
data—are being developed to support such applications [141, 148, 194].

There are many techniques for how to store and process graphs.
The effectiveness of these techniques depend on the amount of data—
the number of nodes, edges, along with the size of data associated
with them—and the types of analysis tasks, e.g., search and pattern-
matching versus more complex analytics tasks such as finding strongly
connected components, maximal independent sets, and shortest paths.

Many graph databases such as Pregel [148] use the Bulk Syn-
chronous Parallel (BSP) computing model (recall §5.3). Like the map
and reduce functions in MapReduce, Pregel has primitives that let
neighboring nodes send and receive messages to one another, or change
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the state of a node (based on the state of neighboring nodes). Graph
algorithms are specified as a sequence of iterations built from such
primitives. GraphLab uses similar primitives (called PowerGraph) but
allows for asynchronous iterative computations [141]. GraphX runs on
Spark and introduces a new abstraction called Resilient Distributed
Graph (RDG). Graph algorithms are specified as a sequence of trans-
formations on RDGs, where a transformation can affect nodes, edges,
or both, and yields a new RDG [194].

Techniques have also been proposed to support the iterative and re-
cursive computational needs of graph analysis in the categories of sys-
tems that we have considered in this monograph. For example, HaLoop
and Twister are designed to support iterative algorithms in MapReduce
systems [47, 83]. HaLoop employs specialized scheduling techniques
and the use of caching between each iteration, whereas Twister relies
on a publish/subscribe mechanism to handle all communication and
data transfers. PrIter, a distributed framework for iterative workloads,
enables faster convergence of iterative tasks by providing support for
prioritized iteration [202]. Efficient techniques to run recursive algo-
rithms needed in machine-learning tasks are supported by the Hyracks
dataflow system [171].

6.5 Array Databases

For many applications involving time-series analysis, image or video
analysis, climate modeling, and scientific simulation, the data is best
represented as arrays. An array represents a homogeneous collection of
data items sitting on a regular grid of one, two, or more dimensions.
While array storage and processing can be simulated in the relational
data model and SQL, this process is usually cumbersome and inefficient
[203]. Array databases make arrays first-class citizens in the database
so that flexible, scalable storage and processing of array-based data can
be performed.

SciDB is a recent effort to build an array database [180]. SciQL
is an array query language being added to the MonetDB system [126].
Both systems treat arrays at the same level at which relational database
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systems treat tables, instead of the array-valued attribute type specified
by the ISO SQL standard. Due to the massive array sizes and complex
array-based queries observed in scientific and engineering applications,
these systems employ a variety of techniques to optimize array storage
and processing.
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