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ABSTRACT

An industrial design process is often highly iterative. With unclear relationships between QoI trade-offs and the design solution, the definition of the cost function usually undergoes several modifications that mandate a continued interaction between the designer and the client to encode all design and mission requirements into an optimization-friendly mathematical formulation. Such an iterative process is time-consuming and computationally expensive. An efficient way to accelerate this process is to derive data-driven mappings between the design/mission and QoI spaces to provide visual insights into the interactions among different QoIs as related to their corresponding simulation parameters. In this paper, we propose Shared-GP, a generative model for the design process that is based on a Gaussian process latent variable model. Shared-GP learns correlations within and across multiple, but implicitly correlated, data spaces considered in the design process (i.e., the simulation parameter space, the design space, and the QoI spaces) to provide data-driven mappings across these data spaces via efficient inference. Shared-GP also provides a structured low-dimensional representation shared among the data spaces (some of which are of very high dimension) that the designer can use to efficiently explore the design space without the need for costly simulations.

1 Introduction

Industrial design is often a highly iterative process by which designers and clients continuously interact to translate design and mission requirements into a mathematical language for numerical optimization and simulation. An interesting design optimization process entails multiple, usually conflicting, performance metrics (i.e., quantities of interest – QoIs) [1]. Hence, an optimal and feasible design typically results from the designer and the client coming to a sufficient understanding of the possible designs from which to choose (i.e., design space) to balance the inherent trade-offs among different QoIs. Such an understanding requires defining the criteria that determine the best design in an optimization process (i.e., cost function), the mission-specific design requirements (i.e., constraints), and the description or parameterization of different designs (i.e., simulation parameters).
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1.1 Background

A design optimization process can be time-consuming and computationally expensive because (1) the computation of the QoIs is typically performed via computationally expensive numerical solvers used for simulations. (2) The cost function definition undergoes several modifications throughout the design process due to the unclear relationships between QoIs trade-offs and the feasible design solutions. These modifications can be as simple as adjusting the weights used when expressing different additive trade-offs, but they can also involve a change in the choice of metrics of evaluation, the addition or removal of different trade-off terms, etc. (3) An optimal solution could be scientifically infeasible, which mandates revisiting the problem definition and possibly adding or modifying the design requirements/constraints. (4) The design space grows exponentially with the increase of parameters used to describe a design. (5) The response surface of the cost function could be highly nonlinear and nonconvex, which introduces additional optimization challenges (e.g., sensitivity to initialization). To accelerate the design process and reach a better design, a designer needs analysis and visualization tools that correlate simulation parameters with designs and QoIs to explore more broadly across multiple but related data spaces.

1.2 Related work

Representational learning has been an effective tool for design space exploration by embedding high-dimensional designs into a semantic compact subspace [3,4]. With low-dimensional representations, visual parameter space analysis [5] can provide an interactive means to navigate multiple data spaces via visual analysis tools such as Tuner [6]. The subspace is normally found using data-driven methods such as multidimensional scaling [7], kernel principal component analysis [8], and deep learning based models [4]. To form an informative subspace that captures the inherent complexity of designs and provides a structural compact semantic representation, design manifold [3] has recently been proposed. However, most of the existing techniques for design representation focus on a single design space. The multiple design/QoI space problem remains a challenge.

Another core component for design analysis and visualization is a data-driven surrogate model [9–11]. This model provides real-time predictions and inference across different data spaces, i.e., predicting the QoIs and simulation parameters given some designs or predicting the designs given some new simulation parameters. These surrogate models are essentially statistical regression models that fit the input-output paired data generated by the simulation process [12,13]. As a powerful universal approximator, deep learning has had many successful applications in the context of design optimization [14–16]. In particular, [15] shows that the design constraints can be directly incorporated into a deep net to enable theory-driven emulations. Although deep learning models are powerful, they normally lack the ability to quantify the uncertainty associated with the simulators [17]; they are prone to overfitting when dealing with small datasets, which is indeed the case in this paper because a simulation is often expensive to execute.

For surrogate modeling, GPs have gained more popularity than deep learning for the following reasons: (1) GPs can directly capture model uncertainty and make predictions/decisions within a Bayesian paradigm to avoid overfitting [18]. (2) GPs enable applying prior knowledge of the simulator by choosing a proper kernel function [19]. (3) GPs, as nonparametric models, have only a few free parameters and thus do not need a large number of training samples [20], which are normally not available in the context of surrogate models. These advantages in general, and the probabilistic rigor in particular, make GPs preferable surrogate models for design problems, especially when the uncertainty plays a crucial role [21,22]. The direct implementation of GPs to provide inference across multiple data spaces raises the challenge that $H(H+1)$—pairwise/bidirectional standard GPs are needed to capture all admissible pairwise mappings between any two data spaces (where $H$ is the number of output spaces). The number of models grows quadratically with the number of simulator output spaces and thereby presents a computational overhead even with a few output spaces.

In computer vision, the multiple data space problem is also known as the multiview problem, where multiple spaces usually contain different images (e.g., images taken from different angles) for an object [23–25]. Most existing studies aim to convert the multiple views to a common low-dimensional representation, which is then used as an input feature to accomplish downstream tasks, e.g., classifications [23], object recognitions [24], and pose estimations [25].

1.3 Contributions of this work

Similar to the multiview problem, it is possible to consider that multiple design spaces also share some underlying common representations. We thus propose Shared-GP, a generative model for the design problem, where the simulator inputs, designs, and QoIs are jointly embedded into a structured latent space. This latent space provides not only a joint representation for all our designs/QoIs but also an efficient way to conduct quick inference across data spaces. Our work is consistent with the shared GP latent variable model (shared GPLVM) [26], which solves a multiview facial expression recognition problem using shared latent representations and GPs. Shared-GP, like most existing multiview models, solves a multiple space design problem through a shared latent space. However, our model differs in two ways: (1) Unlike most existing methods that assume no priors or a naive Gaussian prior for the latent space, we equip the latent space with a Dirichlet process prior such that the inherent multimodal nature of the design data can be fully captured. This prior not only improves model accuracy but also leads to a structured latent space, which can help the designers to understand the design,
e.g., by identifying different types of designs and when the type changes, as shown in Fig. 15. (2) Rather than using the representations to serve the downstream applications, we focus on accurate inference across data spaces to fulfill the need of understanding the interaction of designs and QoIs in a design process.

The contributions of this work are fourfold. First, Shared-GP is the first attempt to introduce the classic multiview techniques to the context of multiple design space exploration. Similar to using representations to understand a single design space [3,27], the shared representation allows the designer to explore and analyze the relationships among different QoIs, design choices, and simulation parameters by exploring the latent space. Second, we further place a Dirichlet process prior in the latent space to harness the inherent structure of the data to produce a structured latent space (e.g., Fig. [26]) and to further improve model accuracy in terms of inference across data spaces. Third, we show that a conditional independent GP is sufficient for the emulations of high-dimensional simulation data. Fourth, we develop a variational expectation-maximization (EM) method to allow accurate and quick inferences across different data spaces, i.e., predicting the design/QoIs given known values in other data spaces or predicting the simulation inputs given specific QoIs or designs. Note that when a reverse mapping does not exist (i.e., the underlying function is non-bijective), the reverse inference might be misleading because the solution does not exist or is not unique.

To assess the performance of Shared-GP, we first compared it with naive GP implementation, i.e., Pairwise-GPs on a classic beam topology optimization problem. The results indicate that both methods succeed in the prediction task, i.e., predicting the designs given unseen simulation parameters. However, in the inference task, where the models are used to predict the simulation parameters given an unseen design, Shared-GP outperforms Pairwise-GPs in terms of accuracy and consistency. Based on the same dataset, we then investigated how Shared-GP can be used to reduce the dimension of a design problem. Particularly, for the beam topology optimization dataset, we effectively reduced the latent dimension to two because one of three simulation parameters has a weak inference on the design. We also showed how the derived structured latent space can help designers explore the design space. In the last experiment, we evaluated Shared-GP on a more challenging topology optimization problem where the simulation inputs are very high-dimensional, i.e., close to one million, and compared it with the state-of-the-art deep learning models, e.g., deep fully connected network, convolution neural network, and other GP models combined with representational techniques. Results of this experiment indicate that Shared-GP outperforms other models by a large margin in most cases and DPP indeed improves the model accuracy significantly.

2 Problem definition

Consider a design optimization process with a simulator providing \( H \)--outputs that include a design solution (in the design space) and associated performance metrics (in the QoI spaces), which can be computed directly from the design or other QoI(s), corresponding to a vector of simulation parameters \( x \in \mathbb{R}^D \) (in the simulation parameter space). It is assumed that the design problem is well posed, i.e., the simulator always finds a unique design solution for the range of values of \( x \) considered. For notation simplicity, we refer to the simulator \( H \)--outputs as \( y^{(h)} \in \mathbb{R}^{O_h} \), \( h = 1, \ldots, H \), where each \( y^{(h)} \) could be a field, a vector, or a scalar value that encodes a simulator output corresponding to the simulation parameters \( x \). For instance, \( y^{(1)} \) could be the density distribution field of a topological structure, \( y^{(2)} \) could be the computed stress field for \( y^{(1)} \), \( y^{(3)} \) could be the maximum load of \( y^{(1)} \), and \( y^{(4)} \) could be the computed compliance based on \( y^{(2)} \). With \( N \) conducted simulation experiments, we have a dataset containing \( N \)--input/output tuples, \( D = \{(x_1, y^{(1)}_1, \ldots, y^{(H)}_1), \ldots, (x_N, y^{(1)}_N, \ldots, y^{(H)}_N)\} \), where we use the subscript to denote the index of an experiment. In this paper, we are interested in three main tasks:

1. **Shared Parameterization**: Find a low-dimensional representation \( z_n \in \mathbb{R}^L \), \( n = 1, \ldots, N \) of all simulator outputs (and possibly the simulation parameters when they are correlated.)

2. **Prediction**: Predict all simulator outputs \( y^{(h)}_x \), \( h = 1, \ldots, H \) given new (unseen) simulation parameters \( x \).

3. **Inference**: Given a subset of the simulator output (e.g., \( y^{(1)}_x \)), infer the remaining outputs (e.g., \( y^{(h)}_x \), \( h = 2, \ldots, H \)) and the simulation parameters \( x \).

These tasks establish the building blocks for exploring multiple correlated data spaces considered in the design process. In particular, accomplishing the first task provides a uniform representation for multiple correlated data spaces such that the classic design space exploration method can be readily implemented. Fulfilling the second and third tasks allows the designer to quickly explore the interactions among QoIs, design, and simulator parameters.

3 Model formulation

We start by presenting the basic Gaussian process (GP) model for scalar-valued simulator outputs. We then discuss the high-dimensional output problem, existing multivariate GP models, and why conditional independent GP is sufficient for our problem. Lastly, we introduce the GP latent variable model and propose Shared-GP.

3.1 GP surrogate for scalar-valued outputs

Let the \( h \)--th simulator output \( y^{(h)} \) be a scalar that is a functional result of some known (e.g., simulation parameters) or unknown (i.e., latent/hidden variables) \( z \), which can be discrete \( (z \in \mathbb{N}^L) \) or continuous \( (z \in \mathbb{R}^L) \). The mapping from \( z \) to \( y^{(h)} \) can be assumed to be an injective function \( \phi(z) \) [28,29]. A Gaussian process places a Gaussian prior over \( \phi(z) \)
such that any number of observations have a joint Gaussian distribution. Hence, a GP is fully specified by a mean function \( \mathbb{E}[\phi(z)] = m(z) \) and a covariance function \( \mathbb{E}[(\phi(z) - m(z))(\phi(z') - m(z'))] = k(z, z') \). The mean functions \( m(\cdot) \) are usually set to be linear (in the input parameters) or constant values. Constant mean functions have been found to be adequate in most applications [28]. In particular, a zero constant value is frequently assumed after centering the data [29]. When evaluated, the covariance function \( k(\cdot, \cdot) \) must generate a symmetric, positive semidefinite covariance matrix, and should be designed to faithfully represent the true correlations, a challenging problem that warrants thorough research on its own.

In this work, all GP models assume the most commonly used automatic relevance determination (ARD) kernel plus a Gaussian noise term for demonstration and fair comparison purposes. The ARD kernel reads as \( k^{(h)}(z, z') = \theta_1^{(h)} \exp\left(-\|z - z'\|^2\right) \), which expresses smoothness of the GP as a function of the inputs \( z \). The hyperparameters \( \theta^{(h)} = [\theta_1^{(h)}, \ldots, \theta_L^{(h)}]^T \) introduce different degrees of decay in each component of the input and the amplitude. Since any subset of observations forms a joint Gaussian distribution, given \( N \)-observations and a new input \( z_* \), the posterior mean and variance can be derived analytically as

\[
\mathbb{E}[y_*^{(h)}] = k(h)^T \Sigma^{(h)^{-1}} Y^{(h)}, \quad \mathbb{V}[y_*^{(h)}] = k(h)(z_*, \cdot) - k(h)^T \Sigma^{(h)^{-1}} k(h),
\]

where \( k(h) = [k^{(h)}(z_1, \cdot), \ldots, k^{(h)}(z_N, \cdot)]^T \) is the covariance between \( z_* \) and all observations, \( \Sigma^{(h)}_{ij} = k^{(1)}(z_i, z_j) + \theta_{L+2} \mathcal{E}(z_i, z_j) \) is the covariance matrix plus a Gaussian noise term with variance of \( \theta_{L+2} \); and \( Y^{(h)} = [y_1^{(h)}, \ldots, y_N^{(h)}] \in \mathbb{R}^{N \times 1} \) is the collection of all observed simulator outputs. Although many design applications generate noise-free data, we still include the noise term in our formulation as it also serves as a regularization parameter for model numerical stability when inverting the covariance matrix. In a Bayesian inference approach, predictions at a new input \( z_* \) are made by marginalizing (i.e., integrating) over the unknown hyperparameters \( \theta^{(h)} \) in the joint distribution of \( \theta^{(h)} \). The integral is analytically intractable but can be approximated using Monte Carlo integration, e.g., importance sampling or Markov Chain Monte Carlo [33] to sample from the posterior of hyperparameters \( p(\theta^{(h)}|y^{(h)}) \). To derive a practical model, we adopt the commonly used maximum likelihood estimate (MLE) approach [29] that maximizes the model likelihood, i.e., \( \arg\max_{\theta^{(h)}} L^{(h)}(\theta^{(h)}) \), where \( L^{(h)}(\theta) = \sum_{n=1}^N \log p(y_n^{(h)}|\theta^{(h)}) \) is the log-likelihood of all observations w.r.t \( \theta^{(h)} \). This likelihood function has an analytical form:

\[
L^{(h)}(\theta^{(h)}) = -\frac{1}{2} \log \Sigma^{(h)} - \frac{1}{2} Y^{(h)^T} \Sigma^{(h)^{-1}} Y^{(h)} - \frac{N}{2} \log(2\pi).
\]

The computational complexity of the likelihood is \( O(N^3) \) and \( O(N^2) \) for storage; thus, it is much faster than the sampling-based method.

### 3.2 GP surrogate for high-dimensional output

In practice, many simulator outputs are high dimensional. For instance, for structural topology optimization (an emerging component of the engineering design process), we not only are interested in the structure performance concluding metric (e.g., compliance, maximum load, and mass usage) but also need to know the density distribution field and possibly the stress field of the structure. A naive approach is to assign a label to each output dimension and use such a label as an extra model input. However, this method becomes impractical with high dimensions [28] — a typical situation in simulation data. Let \( \mathbf{y}^{(h)} \) denote a vector/field-valued simulator output. \( \mathbf{y}^{(h)} \) are functional results of some low-dimensional input parameters, which suggests that we could parameterize the high-dimensional outputs using low-dimensional latent variables. For example, Higdon [34] considered the outputs to be a linear combination of principal component analysis (PCA) bases with latent variables treated as realizations sampled from independent univariate GPs. However, this method is applicable only to problems whose data lie in the vicinity of a linear subspace in the ambient space due to its linear assumption. An ad hoc dimensionality reduction was also employed by Bayarri et al. [35], who used a wavelet decomposition and a thresholding procedure to restrict the dimensionality of the latent space.

To relax the linearity assumption, nonlinear dimension reduction methods, e.g., kernel PCA [36], Isomap [37], diffusion map [38], and local tangent space alignment (LTSA) [39], have been applied to improve efficiency. Such methods have shown improved accuracy and efficiency compared to the linear methods, but they lack the tractability for statistical inference. Under the GP framework, a classical solution framework is the linear model of coregionalization (LMC) [40, 41]. Many recent improvements [42, 43] are essentially variations of the LMC. The LMC normally assumes a multivariate separable correlation structured GP, which allows the implementation of the outer-product trick [42] to improve computational efficiency. However, this method is limited by the separable correlation assumptions, and the model is also difficult to train as the number of model parameters grows exponentially with the dimensionality of the output. Recent research in machine learning [44] shows a parameterization trick that reduces the model complexity. However, when the observations are noise free or the noise level is low, which is likely to be our case for high-fidelity simulation data, learning the output correlations contributes very little to the model accuracy. This phenomenon is known as autokrigeability [47], which cancels out the learned output correlations in the model predictions, regardless of how complicated they are. We provide a mathematical
to encourage sparsity, we can place a Laplacian prior on latent space, while accounting for uncertainties associated with the estimated low-dimensional representation. For instance, \( Y \) output space. The model estimation relies on outputs with mixed data types, e.g., binary or categorical data, we need to use an appropriate likelihood function for each output. It should be noted that we demonstrate a shared-GP with a Gaussian likelihood function for all output spaces. For simulator this latent dimension can be smaller. A low-dimensional through a shared low-dimensional variable \( z \). In this joint framework, the simulation parameters \( z \) are also considered as a particular kind of QoI. In particular, we define the 0–th QoI \( y_0 \equiv x \) to avoid clutter in the notation. The joint latent GP model of \( H + 1 \) outputs (now including the simulation parameters) is

\[
L(\theta) = \sum_{h=0}^{H} L^{(h)}(\theta^{(h)}), \quad L^{(h)}(\theta^{(h)}) = -\frac{O_h}{2} \left( \ln |\Sigma^{(h)}| + tr(Y^{(h)T}\Sigma^{-1}Y^{(h)}) + N \ln(2\pi) \right),
\]

where \( L(\theta) \) is the joint log-likelihood, \( \Theta^{(h)} = \text{diag}(\theta_{1}^{(h)}, \ldots, \theta_{n}^{(h)}) \) is a diagonal matrix, \( \theta = [\theta^{(0)}; \ldots; \theta^{(H)}] \) indicates all the hyperparameter of \( H + 1 \) GP models, and \( z_{n} \) is the latent variables of the \( n \)-th simulation experiment. By maximizing the joint log likelihood w.r.t. all hyperparameters \( \theta \) and \( z_{n}, n = 1, \ldots, N \), we have \( H + 1 \) independent GPs that are connected through a shared low-dimensional variable \( z \). The dimension of \( z \) should reflect the intrinsic dimensionality to characterize the surrogate model; it is normally larger than the dimension of the simulation parameters. In cases where there is a lack of sensitivity to certain simulation parameters (e.g., some parameters that have negligible influence on the QoIs and designs), this latent dimension can be smaller. A low-dimensional \( z \) helps us build a visualization tool for design space exploration. It should be noted that we demonstrate a shared-GP with a Gaussian likelihood function for all output spaces. For simulator outputs with mixed data types, e.g., binary or categorical data, we need to use an appropriate likelihood function for each output space. The model estimation relies on \( H + 1 \) independent GPs, and thus the model complexity is \( O((H + 1)N^2) \) in time and \( O((H + 1)N^2) \) in space, compared to \( O(H(H + 1)N^3) \) and \( O(H(H + 1)N^2) \) for traditional pairwise GPs.

### 3.4 Dirichlet process for a structured latent space

For real applications, it would be helpful to place a prior knowledge on these variables to lend some structure to the latent space, while accounting for uncertainties associated with the estimated low-dimensional representation. For instance, to encourage sparsity, we can place a Laplacian prior on \( z \), i.e., \( p(z_n) \sim \text{Laplace}(\lambda) \propto \exp(-\lambda \| z_n \|_1) \). In practice, the design data is usually multimodal, which requires a more sophisticated prior. Note that we also have no knowledge of the number of modes. To address these issues, we assign a Dirichlet process prior (DPP) over the latent variables similar to [49]. An infinite collection of random variables \( v = \{v_1, v_2, \cdots\} \) and an infinite set of cluster centers \( \eta = \{\eta_1, \eta_2, \cdots\} \) are first sampled via

\[
p(v|\alpha) = \prod_{m=1}^{\infty} \text{Beta}(v_m|1, \alpha), \quad p(\eta) = \prod_{m=1}^{\infty} \mathcal{N}(\eta_m|0, I),
\]

where \( \alpha > 0 \) decides the concentration of the Dirichlet process. The latent variable \( z \) is generated as follows:

\[
p(z_n, w_n|v, \eta) = p(z_n|w_n, \eta)p(w_n|v) = \prod_{m=1}^{\infty} \mathcal{N}(z_n|\eta_m, \lambda I)\pi_m(v)^{\delta(w_n=m)},
\]

where \( \pi_m(v)^{\delta(w_n=m)} = v_m \prod_{m'=1}^{m-1}(1 - v_{m'}) \), \( \lambda \) is the variance tolerance of each cluster center, \( w = [w_1, w_2, \cdots]^T \) denotes the assignment variable for each latent variable, and \( \delta(.) \) is the indicator function. The latent variables of the multiple spaces are now automatically clustered to reveal the underlying clusters, which can help designers to understand the types of designs and when the type changes. Furthermore, incorporating the inherent structure of the design data improves the model accuracy when conducting prediction and inference tasks.
4 Variational model learning

Incorporating the Dirichlet process prior (DPP) into our model, the marginal likelihood function can be written as

\[
p (v, w, \eta, Z, Y) = p (Y | Z) p (v | \alpha) p (\eta) \prod_{n=1}^{N} p (z_n | w_n, \eta) p (w_n | v),
\]

where \( p (Y | Z) \) is the model likelihood function in Eq. (5). With DPP, the marginal likelihood does not admit to a closed-form solution. Here, we propose a variational Bayesian expectation maximization (VB-EM) algorithm for model estimation. In the E-step, we approximate the posterior using a fully factorized distribution, i.e., \( p (v, w, \eta | Y, Z) \approx q (v) q (w) q (\eta) \). Variational inference minimizes the Kullback-Leibler (KL) divergence between the approximate and exact posterior.

\[
\min_{q} \text{KL} [q (v)q (w)q (\eta)||p (v, w, \eta | Y, Z)].
\]

The approximation is achieved using conditional minimization, i.e., optimizing one approximate distribution at a time while keeping the others fixed. The process is iterated until convergence. The calculation of the parameters for these variational posteriors is similar to that in \cite{50}, and thus we leave the details to Appendix C. Based on the variational approximation of the posterior in the E-step, we then maximize the expected log-likelihood over \( Z \) and kernel hyperparameters \( \theta \) in the M-step,

\[
\arg \max_{Z, \theta} \mathbb{E}_{q} [\log p (v, w, \eta, Z, Y)] = \arg \max_{Z, \theta} \left\{ \mathcal{L} (\theta) - \sum_{n=1}^{N} \frac{\lambda_n}{2} \mathbb{E}_{q} [||z_n - \sum_{m=1}^{T} \eta_m \delta (z_n = m)||^2] \right\}.
\]

5 Inference across data spaces

The proposed model provides a data-driven mapping across data spaces where all simulator outputs and the simulation parameters can be inferred given a latent variable \( z \). The model also enables predicting the corresponding latent variable \( z \), given some simulator output \( y^{(k)} \), and consequently predicting the rest of the simulator outputs and simulation parameters. A fully Bayesian approach requires integrating out the latent variable \( z \), making such predictions. However, the integral is intractable and computationally expensive. To improve efficiency, we can use an inverse GP approach similar to \cite{51}. Specifically, for each inference, we first predict the corresponding latent variable \( z \) corresponding to the simulator output \( y^{(k)} \) using a GP trained on \( Z \) and \( Y^{(k)} \). We then predict other outputs based on existing \( H \) GPs and the new latent variable \( z \). This method has been shown to be accurate and efficient with a few simulator outputs \cite{51}. Nonetheless, it does not provide a cluster label for the new latent variable that would help in discovering the structure of the latent space. Here, Shared-GP with its DPP estimation can be used to perform the inference for \( z \), using the same VB-EM approach but fixing the other posterior. Specifically, in the E-step, we minimize Eq. (11) using the same process as in the model estimation,

\[
\text{KL} [q (w_s)q (v_s)q (\eta_s)||p (w_s, v_s, \eta_s | Y, Z, z^{(0)}, Y, y^{(h)})].
\]

In the M-step, we optimize for \( z_s \),

\[
\arg \max_{z_s} \mathbb{E}_{q} \left[ \log p (w_s, v_s, \eta_s, z_s, y^{(h)} | v, w, \eta, Z, Y) \right].
\]

We cannot always reasonably assume that the underlying functional mappings from simulation parameters to simulator outputs (QoIs in particular) are bijective and hence the inverse exists \cite{28, 38}. In these cases, directly performing predictions of the simulation parameters from a QoI, e.g., compliance, can be misleading. Constructing predictive models with computable inverse maps is beyond the scope of this paper and is left for a future work.

6 Experiments

Here, we assess the performance of Shared-GP, compared to Pairwise-GPs, using structural topology optimization (STO) as a use case. STO optimizes the material distribution within a given simulation parameter grid subject to problem-specific parameters and constraints. STO typically entails a large number of simulation parameters and a significant computational cost. Our approach can efficiently traverse the simulation parameter space and provide an interactive tool to identify the optimal simulation parameters for arbitrary, never-tried, simulation parameters. With its image-based representation, we consider STO as an effective showcase example for Shared-GP.

6.1 Experiment design for surrogate models

All data-driven surrogate models require good coverage of the simulation parameter space via the \( N \) experiments. It is thus important to conduct a well-designed experiment to provide insight into the problem domain. Without prior knowledge, space-filling methods, e.g., Sobol sequence \cite{52}, Latin hypercube sampling \cite{53}, low-discrepancy sequence \cite{54}, and good lattice points \cite{55}, are typically used to provide as much information about the response surface as possible. In our experiments, we used the commonly used Latin hypercube sampling to provide the data collections.
Pairwise-GPs generated simulation parameters, namely, the location of point load density values to discrete optimized topologies with 1 and 0 indicating solid and void, respectively. We assumed three volume constraints of the fast implementation in [56] to perform density-based topology optimization by minimizing the compliance.

### 6.2 Topology optimization for cantilever beam design

In this example, we consider the topology optimization of a cantilever beam, shown in Fig. 1 (left). We took advantage of the fast implementation in [56] to perform density-based topology optimization by minimizing the compliance $C$ subject to volume constraints $V \leq V_0$ ($V = 0.5$ was used for this experiment). We used the SIMP method [57] to transform continuous density values to discrete optimized topologies with 1 and 0 indicating solid and void, respectively. We assumed three simulation parameters, namely, the location of point load $P_1$, the angle of point load $P_2$, and the filter radius $P_3$ [58]. We generated $N = 600$ data points associated with $\{P_1 \rightarrow S_1 \rightarrow C_i\}_{i=1}^N$, where $P = (P_1 \in [-20, 20], P_2 \in [0, \pi], P_3 \in [1.1, 2.5])$ is the simulation parameter triplet, $S$ is the optimized topology, and $C$ is the final compliance. We used a $40 \times 80$ regular mesh to solve this problem and the same mesh to present the field outputs. We performed five repeated random subsamplings to construct training (400 samples) / testing (200 samples) datasets.

**Prediction:** Given new (unseen) simulation parameters, we first demonstrate the performance of Shared-GP, compared to Pairwise-GPs (i.e., multiple traditional direct GPs [28, 59]) to model the mapping from simulation parameters to the density field, stress field, and compliance (Fig. 3). For Shared-GP, we set the latent dimension $L = 3$. For the density field predictions, the mean square error (MSE) is $6.52 \pm 4.4.7e^{-3}$ and $3.8e^{-4} \pm 2.5e^{-3}$ for Shared-GP and Pairwise-GPs, respectively. For the stress field predictions, Shared-GP shows an MSE of $0.029 \pm 0.093$, whereas Pairwise-GPs $0.027 \pm 0.079$. Fig. 2 shows eight randomly selected predictive density and stress fields of Shared-GP and Pairwise-GPs. Both model predictions show different levels of artifacts. It has been reported in the literature that learning the output-correlation can improve the model performance when predicting a multivariate output [8, 45, 60]. However, this is not the case here because we are dealing with noiseless simulation data, and the autokrigeability takes place (see Appendices A and B for mathematical and empirical proofs). This artifact is mainly due to the specific difficulty when a surrogate model tries to capture the topology structure that contains sharp and fine details with limited training samples and inherent disjoint clusters in the solution (i.e., optimized topology) space. An effective way to reduce this artifact is to increase the training samples (see Appendix B for empirical results).

A surrogate model should be able to generate valid topological structures. We thus validate the density field prediction by computing its compliance, which is then compared with the compliance computed from a ground-truth design. The results are showed in Figs. 3(c) and 3(d), in which it is clear that the accuracy is not as good as that in Fig. 3(a,b), highlighting the challenges in learning high-dimensional field outputs compared to scalar-valued outputs. However, the predictive structures are still good approximations that generate similar compliance. In cases where errors are less acceptable, the predictive...
design can be used as an initialization for a simulation to provide a faster convergence. We therefore run the 200 test cases using the Shared-GP model predictions as initialization and record the number of iterations until convergence. Our method required $25.8 \pm 17.3$ iterations on average per test case, Pairwise-GPs $24.9 \pm 21.5$, and the original simulator $32.3 \pm 13.5$. The computational savings is insignificant (about 20%) because we used only a small amount of training data for demonstration purposes. In practical design space exploration, as we keep exploring the design space by executing the simulator, we will have a growing training dataset to improve our initializations, which can be generated with little extra computational cost using our model.

**Inference:** The standard simulation process follows a forward path, starting from simulation parameters to design solutions to derived QoIs (i.e., low- to high-dimensional spaces). It is sometimes desirable to reverse the direction to help designers build an understanding across these spaces, i.e., given some QoIs, predict the simulation parameters and other QoIs. In this experiment, we assess the Shared-GP’s capacity, compared to Pairwise-GPs, to predict a scalar value from a high-dimensional field. Here, we used the density field or stress field to predict the simulation parameters and compliance. This model capacity is particularly important to accelerate simulation parameter space exploration when real simulation is not available or is costly to obtain. We varied the number of training samples from 32 to 256 and used 128 test samples to compute the coefficient of determination, i.e., $R^2$ statistics (closer to 1 is better). In Fig. 4 we show the mean and standard deviation of the $R^2$ statistics using five repeated random subsampled training/testing datasets. Both methods fail to give meaningful predictions for the filter size even with 256 training samples, and the results are thus not shown. Notice the performance drops for both methods when using the density field as the model input. This behavior can be attributed to the lack of data processing for the density fields whose pixel values show a dramatic change at the structure edge. One can observe that Shared-GP significantly outperforms Pairwise-GPs due to the *curse of dimensionality* of the high-dimensional input, making the training of Pairwise-GPs infeasible as the number of hyperparameters explodes. Our method, on the other hand, bypasses this issue by learning the reverse process (low-to-high mapping) and treating the learning problem as an inference problem. To validate the results of density field predictions, we report the $R^2$ statistics of the computed compliance based on the predictive density fields as a function of the training sample size and eight random samples using 256 training samples in Fig. 5.

**Dimension reduction and hidden latent space:** In simulation applications, some of the simulation parameters have a negligible impact on the characterization of design products. For instance, in the cantilever beam design problem, the filter size has significantly less impact on the overall layout of the optimized structure compared to the position and angle. In particular, changing the position and angle leads to significantly different layouts, whereas changing the filter size can impact only the thickness of the bars that appear in the design. Therefore, it is useful to identify these subtle parameters such that the designers (and customers) can concentrate on those of more importance to the resulting optimized structures. From the previous inference experiments, we already know that both Shared-GP and Pairwise-GPs fail in predicting the filter sizes, implying that the filter size may have negligible effects since both models cannot learn any useful patterns given the training data. To validate our assumption, we vary the latent dimension from 2 to 5 and train each Shared-GP with 256 training samples. Given 128 unseen, hold-out stress fields, the predictions of position, angle, and filter size are given...
Prediction errors of the density fields using mean square error (MSE) are shown with a box plot in Fig. 6a, and 10 randomly selected density field predictions are given in Fig. 6b. We can see that the model has negligible improvement beyond $L = 2$ for predictions of position, angle, and density field, and filter size cannot be predicted accurately for all cases. Note that $R^2$ significantly reduces at $L = 3$ for the angle predictions. However, if we look at the individual predictions carefully, we conclude that the performance deterioration might be caused by one or two outlier predictions. Also note that the performance deteriorates slightly for $L = 5$, indicating that a more complex model is not necessarily a better model as it complicates the training and prediction process. We conclude that Shared-GP can automatically reveal the important factors by maximizing the joint likelihood of Eq. (5) with a given latent dimension. If the reconstruction of QoIs is sufficiently accurate and the latent dimension is smaller than the dimension of the simulation inputs, a lower-dimensional latent space exists, from which we can derive the important factors.

Structured parameterization: With the dimension reduction validated in the previous section, we now demonstrate the
core utilities of our model, i.e., deriving a meaningful structured hidden/latent parameterization that provides insight into the space of simulation parameters and useful explorations for the trade-off between QoIs. We used 256 training samples to train Shared-GP and derive a 2d \((L = 2)\) latent space (see Fig. 6c). Topologies with different structures are automatically clustered, thanks to the DPP priors. This structured layout of the simulation parameter space can help designers focus on a particular cluster of topologies to further explore regions of simulation parameters (in relation to other QoIs) that were never visited/simulated. To show that this structured latent space is useful for simulation parameter space exploration, we show the contour plot of predicted compliances and positions in Fig. 8. To demonstrate associated uncertainties, we used the prediction variance of the GP to calculate the variance-to-mean ratio (VMR) to set the transparency of the contour plot (transparency increases with larger uncertainty). The top left image of Fig. 8 clearly shows the lack of confidence in the predictions. We then used the contour map to guide movements (as indicated by the sequential numbers) in the latent space to estimate the corresponding topology structures and predict the stress fields and simulation parameters. Notice that the filter size cannot be predicted accurately (as mentioned earlier) and its behavior seems random. Fig. 8 clearly shows that, for a fixed position of 0, i.e., of a load in the middle of the structure, the lowest compliance values are found to be associated with the angle \(\theta = \pi/2\). Accordingly, compliance increases as the angle approaches either 0 or \(\pi\), which conforms to our understanding of the cantilever beam design problem.

### 6.3 Topology optimization for L-Bracket

We now test our approach on a more challenging problem, namely, the L-shape structure (see Fig. 1 (right)), which presumably yields more scattered optimized topologies with respect to variations in the simulation parameter space. We generated data similarly to the beam example, i.e., we performed compliance minimization subject to volume constraint with \(\bar{V} = 0.4\) and generated \(N = 500\) samples of \((P_i \rightarrow X_i \rightarrow C_i)\). In this example, we generated optimized topologies concerning scatter in the elastic modulus field of the structure. To that end, we consider a Karhunen-Loève (KL) expansion in the form of \(E(x) = E_0 + \delta \sum_{n=1}^{N} \sqrt{\gamma_{n}} \xi_n \) where \(\xi_n \sim \mathcal{N}(0, 1)\) are standard normal random variables. We use the explicit expressions \(b_n = A_n (\sin \omega_n x + \omega_n \cos \omega_n x)\); \(\lambda_n^D = \frac{2}{1 + \omega_n^2} \) for computing the eigenvalues and eigenvectors of the exponential kernel in two dimensions, \(\gamma_n = b_n^T b_n^D \lambda_n = \lambda_n^D \lambda_n\), where the constant \(A_n\) is chosen such that \(\|b_n^D\| = 1\) [61]. We used \(E_0 = 1, \delta = 0.02\) and assumed \(n_M = 10\) eigenvalues with equally spaced frequencies \(\omega_n \in [1, 2.8]\) to generate the elasticity field data. As part of this experiment, we used natural periods of the optimized structures as the QoIs. We first computed the mass matrix of the structure \(M\) given the material layout. Having the stiffness matrix \(K\), we then computed the three largest eigenvalues of \(K^{-1} M\) as the square of natural period \(T^2\). We also used a 300 \times 300\) mesh for elastic random field, stress field, and density field to demonstrate our model scalability for high-dimensional QoIs.

The task is to predict the compliance and the first, second, and third natural periods given an unseen elastic modulus field or stress field as the model input. This problem is challenging due to the very high-dimensional inputs (close to 1 million). To better reflect the accuracy on each predictions, we use a general metric, mean absolute percentage error (MAPE), computed as \(\text{mape} = \frac{1}{N} \sum_{i=1}^{N} |\hat{y}_i - y_i| / y_i\), where \(y_i\) is the ground-truth and \(\hat{y}_i\) is the prediction. We fixed the latent dimension to \(D = 10\) and ran each experiment three times with random shuffling training data and 200 fixed testing data points to compute the MAPE.
To highlight the model accuracy improved by the DPP, we compared Share-GP with the exact same Shared-GP model without the DPP, which is equivalent to shared GPLVM. We also included KL-GP, which uses a discrete KL decomposition to first project the high-dimensional inputs to a low-dimensional subspace and then uses a GP to map the representations to the outputs. Finally, to compete with the powerful state-of-the-art deep learning models, we implemented three deep models. DeepNet-1 uses four fully connected hidden layers (300-100-5-5), DeepNet-2 uses six fully connected hidden layers (10000-1000-100-5-5-5), and CNN uses four convolution and pooling layers and two fully connected hidden layers (5-5). We limited the number of hidden units for the last layer to 5 so that these layers can be considered to provide low-dimensional representations equivalent to those of other methods. If a deep model is strong enough, it should be able to disentangle the complex high-dimensional inputs such that the low-dimensional outputs can be easily derived from the representations. All deep learning models use ReLu activation and are trained using stochastic gradient decent until convergence.

The results of using the elastic modulus fields and stress fields as inputs are shown in Fig. 9. Pairwise-GPs fail the task when using the elastic modulus fields as inputs due to the explosive number of hyperparameters. On the other hand, Pairwise-GPs perform fairly well when using stress fields as inputs. This good performance suggests that the stress field, as a simulation result of an elasticity field, shows a simpler pattern to learn. Nevertheless, obtaining the stress fields requires running costly simulations, a scenario that we want to avoid in the first place. When using elastic modulus fields as model inputs, KL-GPs perform well because the random fields are indeed generated using a KL expansion; not surprisingly, when using the stress fields as inputs, KL-GPs’ performance decreases significantly due to the lack of the generality of the KL expansion. Shared-GP without DPP outperforms Shared-GP when the training samples are very limited (i.e., 32) because the DPP indeed requires more samples for the model training. However, Shared-GP without DPP struggles to improve with increasing training data. Shared-GP is the most stable method that works for all scenarios and outperforms other methods by a large margin when using the stress fields as the model inputs. When using the elastic modulus fields as inputs, shared-GP shows a better performance than KL-GP in most cases due to its capacity to capture the nonlinearity and multimode in the data. All deep models show similar results, stable for all cases and gradually improving with more training data. We believe the inferior performance of the deep models is due to the lack of training data and tuning tricks. We can exhaust different architectures, initialization methods, activation functions, and optimization methods to improve model performance with a large amount of computational resources (e.g., using a single core of a Intel i7 3.5GHz CPU, CNN took about 30s for 1 epoch with 128 training points whereas Shared-GP took approximately 0.05s.). However, such an approach can defeat the purpose of introducing a surrogate model in the first place. In contrast, Shared-GP provides an efficient solution (with many fewer model parameters) to the common multiple data space situation in a design process.

7 Conclusions

In this paper, we introduce a rigorous probabilistic model, Shared-GP, that finds a shared low-dimensional latent structure for design space analysis and exploration. To the best of our knowledge, this is the first work to introduce a shared latent space for modeling multiple QoIs, which are common in many design problems. Our results demonstrate the model capability for accurate QoI predictions, efficient inference across QoI spaces, dimension reduction, and intuitive design space visualization. Dimension reduction and visualization are particularly useful tools for both designers and customers to understand the trade-
off among different QoIs; they provide an intuitive, less computationally expensive way to freely explore how the design changes when changing the QoIs, how the change of design influences the QoIs, and how the marginal utility decreases when we slightly alter the design. Note that our model has certain limitations. First, the inference across data spaces can fail when the underlying reverse mapping does not exist. Second, for dimension reduction, if all simulations are independent and significant for the designs/QoIs, any attempts at dimension reduction will fail, and the dimension of the latent representation should be not less than the dimensionality of the simulation inputs. Further improvements of this work include introducing advanced GP models (e.g., deep GP [62] and GP networks [63]), implementing advanced kernels (e.g., spectrum mixture kernels [60] and deep kernels [64]), and injecting physical constraints to the model [15].
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Appendix A: Autokrigeability

The LMC model assumes that the covariance of the output dimension and the covariance of different samples are separable, i.e., \(\text{Cov}(y_m^{(h)}, y_{m'}^{(h)}) = k^{(h)}(z_m, z_{m'})Q_{ij}^{(h)}\), where \(Q_{ij}^{(h)}\) indicates the covariance between the \(i-th\) and \(j-th\) dimensions. Assuming that the observations are noise free, we can write the joint distribution of all observations as a multivariate Gaussian distribution:

\[
Y^{(h)} \sim \mathcal{N}(Q^{(h)} \times L^{(h)}, K^{(h)}) = \exp \left( -\frac{1}{2} \text{tr}[Q^{(h)^{-1}} Y^{(h)} K^{(h)^{-1}} Y^{(h)}] \right) \frac{1}{(2\pi)^{N/2} |L^{(h)}|^{1/2} |K^{(h)}|^{N/2}} .
\]  

(13)

The posterior distribution given \(z_n\) is also a Gaussian whose mean is:

\[
\mathbb{E}[y^{(h)}] = (Q^T \otimes k^{(h)})(Q^T \otimes K^{(h)})^{-1} \text{vec}(Y^{(h)})
\]

\[
= (Q^T Q^{-T}) \otimes (k^{(h)} K^{(h)})^{-1} \text{vec}(Y^{(h)})
\]

\[
= I \otimes (k^{(h)} K^{(h)})^{-1} \text{vec}(Y^{(h)}).
\]  

(14)

It is clear that the actual structure and value of \(Q^{(h)}\) do not matter because they will always be canceled out when making the mean predictions.

Appendix B: Autokrigeability in topology optimization

To validate the autokrigeability for our applications, we compare conditional independent GP (CIGP), high-order GP (HOGP), the state-of-the-art GP surrogate model for high-dimensional problems [49], and the linear model of coregionalization (LMC), the most popular GP framework for modeling multioutput problems [40]. Specifically, we predict the density fields given the design parameters for the topology optimization data of section 6.2. All models use MLE with a conjugate gradient method with maximum 300 iterations for model training. We first show the mean square error (MSE) with the standard deviation as an error bar of 128 predictive density fields using 256 training samples in Fig. Appendix 1a and Fig. Appendix 1b. The latent dimension is the low-rank approximation of the correlation matrix \((Q^T Q^{-T})\) for HOGP and LMC and has no influence on CIGP. For noisy observations, the performance should gradually improve as we increase the number of latent dimensions for HOGP and LMC [49]. However, we see no performance improvements but, rather, deteriorations, mainly because of the numerical instability when LMC and HOGP invert and multiply the very large correlation matrix by itself \((Q^T Q^{-T})\) in Eq. (14). As we use a higher latent dimension, we introduce more free parameters and complicate the model training, which eventually leads to inferior performance. In order to capture nonlinear correlations, HOGP introduces a nonlinear transformation, which, in this case, becomes a burden for model training and causes more numerical instability, as is shown in Fig. Appendix 1. Overall, we see no improvements when learning the output-correlations for our applications, which validates the autokrigeability for noiseless simulation problems. To improve the performance, we need a more appropriate kernel for this problem, or we can simply increase the number of samples for model training. The performance using 512 training samples is shown in Fig. Appendix 1c and Fig. Appendix 3. Comparing Fig. Appendix 2 and Fig. Appendix 3, it is clear that the artifacts in Fig. Appendix 2 are due to the lack of training samples considering the difficulty of the problems. Exploring different types of kernel is beyond the scope of this paper, and we leave it for future work.

Appendix C: Truncated variational posterior for DPP

To have a DPP with finite support, we can use a truncated variational posterior [49] by setting a truncation level \(T\) for each mode and set \(q(v_{T=1}) = 1\) so that \(q(w_m > T) = 0\). The DPP variational distributions are thus given by

\[
q(w_n) = \text{Multi}(w_n | \zeta_{n1}, \ldots, \zeta_{nT}),
\]

\[
q(v_m) = \text{Beta}(v_m | \gamma_{m1}, \gamma_{m2}),
\]

\[
q(\eta_m) = \mathcal{N}(\eta_m | \mu_m, \sigma_m I),
\]  

(15)

where
Fig. Appendix 1: **Prediction**: Density field prediction MSE with 256 and 512 training samples.

Fig. Appendix 2: **Prediction**: Density field predictions given simulation parameters using 256 training samples. Top row: Ground truth; top second: CIGP; top third: HOGP; bottom: LMC.

Fig. Appendix 3: **Prediction**: Density field predictions given simulation parameters using 512 training samples. Top row: Ground truth; top second: CIGP; top third: HOGP; bottom: LMC.

\[ \zeta_{nm} \propto \exp \left( \mathbb{E}_q \left[ \log(v_m) \right] + \sum_{m'=1}^{m-1} \mathbb{E}_q \left[ \log(1-v_{m'}) \right] - \frac{1}{2\lambda} \mathbb{E}_q \left[ \|\eta_m\|^2 \right] + \frac{1}{\lambda} \mathbf{z}_n^T \mathbb{E}_q [\eta_m] \right) . \]

\[ \gamma_{m1} = 1 + N \sum_{n=1}^{N} \zeta_{nm}, \quad \gamma_{m2} = \alpha + \sum_{n=1}^{N} \sum_{m'=m+1}^{T} \zeta_{nm'}, \]

\[ s_m = \frac{1}{1 + \lambda^{-1} \sum_{n=1}^{N} \zeta_{nm}}, \quad \mu_m = \frac{\sum_{n=1}^{N} \zeta_{nm} \mathbf{z}_n}{\lambda_k + \sum_{n=1}^{N} \zeta_{nm}}. \]  

The moments are computed as

\[ \mathbb{E}_q [\log v_m] = \psi(\gamma_{m1}) - \psi(\gamma_{m1} + \gamma_{m2}), \]

\[ \mathbb{E}_q [\log(1-v_m)] = \psi(\gamma_{m2}) - \psi(\gamma_{m1} + \gamma_{m2}), \]

\[ \mathbb{E}_q [\eta_m] = \mu_m, \]

\[ \mathbb{E}_q [\|\eta_m\|^2] = \|\eta_m\|^2 + Ls_m, \]

\[ \psi(x) = \frac{d}{dx} \ln \Gamma(x). \]