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Abstract

In the context of robotics and automation, learning from demonstra-

tions (LfD) is the paradigm in which robots acquire new skills by learn-

ing to imitate an expert. The choice of LfD over other robot learn-

ing methods is compelling when ideal behavior can neither be easily

scripted, as done in traditional robot programming, nor be easily de-

fined as an optimization problem, but can be demonstrated. While

there have been multiple surveys of the field in the past, there is a need

for a new survey given the considerable growth in the number of pub-

lications in recent years. This survey aims at offering an overview of

the collection of machine learning methods used to enable a robot to

learn from and imitate a teacher. We focus on recent advancements in

the field, as well as present an updated taxonomy and characterization

of existing methods. We also discuss mature and emerging application

areas for LfD, and highlight the significant challenges that remain to

be overcome both in theory and practice.
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1. INTRODUCTION

In the context of robotics and automation, learning from demonstrations (LfD) is the paradigm in

which robots acquire new skills by learning to imitate an expert (1, 2, 3, 4). In this article, we

review recent advances in LfD and their implications for robot learning.

The development of novel robot tasks via traditional robot programming methods requires

expertise in coding and a significant time investment. Further, traditional methods require users to

explicitly specify the sequence of actions or movements a robot must execute in order to accomplish

the task at hand. Methods that utilize motion planning (5, 6) aim to overcome some of the burdens

of traditional robot programming by eliminating the need to specify the entire sequence of low-level

actions, such as trajectories. However, motion planning methods still require the user to specify

higher-level actions, such as goal locations and sequences of via points. Such specifications are also

not robust to changes of the environment and require re-specification or programming.

An attractive aspect of LfD is its ability to facilitate non-expert robot programming. LfD

accomplishes this by implicitly learning task constrains and requirements from demonstrations

which can enable adaptive behavior. Put another way, LfD enables robots to move away from

repeating simple pre-specified behaviors in constrained environments and towards learning to take

optimal actions in unstructured environments without placing a significant burden on the user. As

a result, LfD approaches have the potential to significantly benefit a variety of industries, such as

manufacturing (7) and healthcare (8), wherein it can empower subject matter experts with limited

robotics knowledge to efficiently and easily program and adapt robot behaviors.

Research interest in teaching robots by example has been steadily increasing over the past

decade. Indeed, as seen in Fig. 1, the field has seen considerable growth in the number of publica-

tions in recent years. The field remains diverse both in terms of its algorithms (see Sections 2 and 3)

and its terminology (see Fig. 1). Imitation learning, programming by demonstration, and behavioral

cloning are other popular phrases used to describe the process of learning from demonstrations. In
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Figure 1

Consistent growth in the number of publications concerning LfD over the past decade, as re
ected by the

trend in the number of search results on Google Scholar that contain key phrases related to LfD.
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this review, we will use the term Learning from Demonstration to encompass the field as a whole.

Different flavors of learning - supervised, reinforcement, and unsupervised - have been utilized

to solve a plethora of problems in robot learning. The choice between the different flavors is not

trivial and is guided by the requirements and restrictions associated with the problem of interest.

LfD in particular can be viewed as a supervised learning problem since it attempts to acquire

new skills from external teachers (available demonstrations). The choice of LfD over other robot

learning methods is particularly compelling when ideal behavior can neither be scripted (as done

in traditional robot programming) nor be easily defined as optimizing a known a reward function

(as done in reinforcement learning), but can be demonstrated. Learning only from demonstrations

does limit the performance of LfD techniques to the abilities of the teacher; to tackle this problem,

LfD methods can be combined with exploration-based methods.

As with any learning paradigm, LfD presents its share of challenges and limitations. The

underlying machine learning methods have a significant impact on the type of skills that can be

learned through LfD, therefore many of the challenges in LfD follow directly from challenges faced

by machine learning techniques. Such challenges include the curse of dimensionality, learning from

very large or very sparse datasets, incremental learning, and learning from noisy data. Besides

these challenges, when LfD is applied to control a real robotic physical system, it also inherits

challenges from control theory such as predictability of the response of the system under external

disturbances, ensuring stability when in contact, and convergence guarantees. Finally, and perhaps,

most importantly, as LfD relies on getting demonstrations from an external agent, usually a human,

it must overcome a variety of challenges well known in human-robot interaction, such as finding the

adequate interface, variability in human performance, and variability in knowledge across human

subjects. And while humans may differ from one another, they differ less significantly from each

other (at least physically) than robots. Hence, LfD is not only sensitive to who teaches the robot,

but it is also still quite dependent on the platform (robot + interface) used.

Multiple surveys of LfD, which focus on different subsets of the field, have been published over

the past two decades (1, 2, 3, 4, 7, 9, 10, 11); these surveys are representative of the evolution of

the field. In (1), the author presented the first survey of LfD, focusing on imitation and trajectory-

based skills. A more recent account of the same topic, nearly 20 years later and focusing on a

more algorithmic perspective, is presented in (11). A broad synthesis of LfD which incorporates

elements of human-robot interaction, is presented in (2) and later in (10) which frames the inquiry

from the perspective of four core questions for the field: how, what, when, and whom to imitate. A

taxonomy of LfD, characterizing types of demonstration inputs and variations on learning methods

was presented in (3), and later in (4). A detailed survey on the general topic of grasp synthesis is

presented in (12), where the authors also include a taxonomy of LfD methods used in the particular

area. Finally, the need of adaptable manufacturing robotic system has led to the application of LfD

methods on industrial assembly tasks, as presented in (7).

While there have been many surveys of the field in the past, there is a need for a new survey given

the steady growth of the domain. This survey hence aims at offering an overview of the collection

of machine learning methods used to enable a robot to learn from and imitate a teacher. We focus

on recent advancements in the field, as well as present an updated taxonomy and characterization

of existing methods. This survey also touches on mature and emerging application areas for LfD,

and seeks to underline the significant challenges that remain to be overcome both in theory and

applications.

The organization of the survey is as follows. We first categorize the LfD literature based on

how demonstrations are acquired in Section 2, followed by a categorization based on the what is

learned in Section 3. The various application areas are identified in Section 4. The strengths and

limitations of the various flavors of LfD are presented in Section 5, followed by a discussion of open
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problems and challenges in Section 6. Finally, we provide some concluding remarks in Section 7.

2. CATEGORIZATION BASED ON DEMONSTRATIONS

Figure 2

Categorization of LfD methods based on the demonstrations they utilize.

One of the �rst decisions to be made when designing a LfD paradigm is the technique by which
demonstrations will be performed. Although, this choice may appear straightforward, it depends
on multiple factors and has a wide range of possible consequences. Most generally, demonstration
approaches fall into three categories { kinesthetic, teleoperation, and passive observation. Table 1
provides a summary of the key similarities and di�erences between these categories in terms of i)
ease of demonstration, ii) ability to handle high degrees-of-freedom (DOF), and iii) whether it is
easy to map the demonstrations on the con�guration or operational space of the robot. Below, we
discuss each demonstration approach in detail.

2.1. Kinesthetic Teaching

Kinesthetic teaching, primarily applied to manipulation platforms (13, 14, 15, 16, 17, 18), enables
the user to demonstrate by physically moving the robot through the desired motions (19) (Figure
3(a)). The state of the robot during the interaction is recorded through its on-board sensors
(e.g., joint angles, torques), resulting in training data for the machine learning model. Kinesthetic
teaching is popular for manipulators, including lightweight industrial robots, due to its intuitive
approach and minimal user training requirements. Additionally, kinesthetic teaching only requires
the development and maintenance of the robot hardware and does not rely no additional sensors,
interfaces, or inputs. Finally, recording demonstrations directly on the robot using its integrated
sensors eliminates the correspondence problem (3, 20), thereby simplifying the machine learning
process.

Kinesthetic teaching does have a number of limitations. The quality of the demonstrations
depends on the dexterity and smoothness of the human user, and even with experts, data ob-
tained through this method often requires smoothing or other post-processing techniques. Finally,
kinesthetic teaching is most e�ective for manipulators due to their relatively intuitive form fac-

Demonstration
Ease of

Demonstration
High DOF Ease of Mapping

Kinesthetic X X
Teleoperation X X
Observation X X

Table 1 Characteristics of LfD methods categorized based on demonstrations.
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