
Behavioral Cloning and 
Interactive Imitation Learning

Instructor: Daniel Brown
[Some slides adapted from Sergey Levine (CS 285) and Alina Vereshchaka (CSE4/510)]



Course feedback is open

• Extra credit if class response rate is 70% or higher
• Sliding scale if we reach 70%:

• Extra credit points = response rate  percentage / 10
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Reinforcement Learning
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Reward engineering is hard!

Action

Observation

Reward

6



Reward engineering is hard!
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Reward engineering is hard!
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Reinforcement learning is hard…even with a 
reward function!
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Imitation Learning:
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• Often showing is easier than telling.
• Alleviates problem of exploration.

Learn a policy from examples of good behavior.



Behavioral Cloning

Action
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What would the 
human do?
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Inverse Reinforcement Learning
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We’ll talk about this on Thursday!



Imitation Learning via Behavioral Cloning
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ALVINN: One of the first imitation learning systems
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ALVINN: One of the first imitation learning systems
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What could go wrong?



Distribution Shift
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Supervised 
Learning

Supervised 
Learning + Control

Train 𝑥, 𝑦 ∼ 𝐷 𝑠 ∼ 𝑇(𝑠, 𝑎, 𝜋∗ 𝑠 )

Test 𝑥, 𝑦 ∼ 𝐷 𝑠 ∼ 𝑇(𝑠, 𝑎, 𝜋 𝑠 )



But it still can work in practice…
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Bojarski et al. ‘16, NVIDIA



How?

19Bojarski et al. ‘16, NVIDIA
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human recovery policy



DAgger

24Ross et al. ‘11



DAgger has very nice theoretical guarantees.

25Ross et al. ‘11

Why might it be hard to implement in practice?
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DAgger has very nice theoretical guarantees.

27Ross et al. ‘11

Why might it be easy to implement in practice?



Learn from an Algorithmic Supervisor!

28Seita et al. 2020. “Deep Imitation Learning of Sequential Fabric Smoothing From an Algorithmic Supervisor”



But we don’t always have access to an algorithmic 
supervisor…
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Can we make DAgger more practical when dealing 
with real human labeling?
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Interactive IL
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Interactive IL
?

???
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Human-Gated Interactive IL

[3] M. Kelly, C. Sidrane, K. Driggs-Campbell, and M. J. Kochenderfer. HG-DAgger: Interactive Imitation 
Learning with Human Experts. ICRA 2019. 33



Human-Gated Interactive IL

[3] M. Kelly, C. Sidrane, K. Driggs-Campbell, and M. J. Kochenderfer. HG-DAgger: Interactive Imitation 
Learning with Human Experts. ICRA 2019. 34



Robot-Gated Interactive IL

[4] J. Zhang, K. Cho. Query-Efficient Imitation Learning for End-to-End Autonomous Driving. AAAI 2017.
[5] K. Menda, K. Driggs-Campbell, M. Kochenderfer. EnsembleDAgger: A Bayesian Approach to Safe Imitation 
Learning. IROS 2019.
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Minimizing Supervisor Burden

• C = Number of context switches

• L = Latency of context switching 

• I = Expected number of supervisor actions per intervention
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𝐵 𝜋 ≜ 𝐶 𝜋 ⋅ (𝐿 + 𝐼 𝜋 )

𝜋 = arg min
𝜋′∈Π

𝐿(𝜋𝑟
′ )

𝑠. 𝑡. 𝐵 𝜋′ ≤ Γ𝑏

Ideally, we want



Minimizing Supervisor Burden

• C = number of context switches

• L = Latency of context switching

• I = expected number of supervisor actions per intervention

37

𝐵 𝜋 ≜ 𝑪 𝜋 ⋅ (𝐿 + 𝐼 𝜋 )

𝜋 = arg min
𝜋′∈Π

𝐿(𝜋𝑟
′ )

𝑠. 𝑡. 𝐵 𝜋′ ≤ Γ𝑏

In practice, we approximate this by focusing on limiting the 
number of interventions (number of context switches)



J. Zhang, K. Cho. Query-Efficient Imitation Learning for End-to-End Autonomous Driving. AAAI 2017.

Predicted action loss  = predicted difference 
between human and robot action.

Trained using held-out set of data from 
human.



Hoque et al. 2021.



Hysteresis

Hoque et al. 2021.



[5] M. Laskey, J. Lee, R. Fox, A. Dragan, K. Goldberg. DART: 
Noise Injection for Robust Imitation Learning. CoRL 2017.



LazyDAgger

Hoque et al. 2021.



LazyDAgger



LazyDAgger



Simulation Experiments

79%

56%

46%

Context Switching 
Reduction



Simulation Experiments



Simulation Experiments

Hoque et al. 2021.



(Time to perform one context switch)

(Time to perform one action)
L =



(Time to perform one context switch)

(Time to perform one action)
L =

𝐵 𝜋 ≜ 𝐶 𝜋 ⋅ (𝐿 + 𝐼 𝜋 )



(Time to perform one context switch)

(Time to perform one action)
L =

C = 20 switches
I = 10 actions
B = 20L  + 100

𝐵 𝜋 ≜ 𝐶 𝜋 ⋅ (𝐿 + 𝐼 𝜋 )



(Time to perform one context switch)

(Time to perform one action)
L =

C = 20 switches
I = 2 actions
B = 20L  + 40

𝐵 𝜋 ≜ 𝐶 𝜋 ⋅ (𝐿 + 𝐼 𝜋 )

C = 4 switches
D = 20 actions
B = 4L + 80



(Time to perform one context switch)

(Time to perform one action)
L =

𝐵 𝜋 ≜ 𝐶 𝜋 ⋅ (𝐿 + 𝐼 𝜋 )

Define “cut-off latency” 𝐿∗ ≥ 0, as the minimum value such that  

B(SafeDAgger) > B(LazyDAgger) for all  𝐿 ≥ 𝐿∗



Simulation Experiments

L* = 0.0

L* = 4.3

L* = 7.6















Limitations

• Parameter tuning

• Hard to know how many interventions 
will be requested.

• One human managing one robot.
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When should a robot ask for help?

61

?

Novel (and risky)



When should a robot ask for help?
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?
!

Novel (and risky) Risky (but not novel)



Novelty Estimation
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Novelty Estimation: Supervisor Mode
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Risk Estimation
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Risk Estimation
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Risk Estimation



Putting it all together…
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Putting it all together…
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Putting it all together…
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OR

AND

Switch to 
SUPERVISOR 

MODE

Switch to 
AUTONOMOUS 

MODE

Wait, didn’t we just double 
the number of 
hyperparameters?

SUPERVISOR 
MODE

AUTONOMOUS 
MODE



Putting it all together…
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Putting it all together…
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OR

AND

Switch to 
SUPERVISOR 

MODE

Switch to 
AUTONOMOUS 

MODE

desired 
# interventions

# robot actions

Set to 1-𝛼 quantiles of 
empirical data

Set to medians of 
empirical data

SUPERVISOR 
MODE

AUTONOMOUS 
MODE



Putting it all together…
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ThriftyDAgger

Hoque et al. "ThriftyDAgger: Budget-Aware Novelty and Risk Gating for Interactive Imitation Learning." CoRL 2021. 75

Target percent of time human 
wants to give interventions.



ThriftyDAgger

Hoque et al. "ThriftyDAgger: Budget-Aware Novelty and Risk Gating for Interactive Imitation Learning." CoRL 2021. 76



ThriftyDAgger

Hoque et al. "ThriftyDAgger: Budget-Aware Novelty and Risk Gating for Interactive Imitation Learning." CoRL 2021. 77



Hoque et al. "ThriftyDAgger: Budget-Aware Novelty and Risk Gating for Interactive Imitation Learning." CoRL 2021. 78



Hoque et al. "ThriftyDAgger: Budget-Aware Novelty and Risk Gating for Interactive Imitation Learning." CoRL 2021. 79



Hoque et al. "ThriftyDAgger: Budget-Aware Novelty and Risk Gating for Interactive Imitation Learning." CoRL 2021. 80



Hoque et al. "ThriftyDAgger: Budget-Aware Novelty and Risk Gating for Interactive Imitation Learning." CoRL 2021. 81



Hoque et al. "ThriftyDAgger: Budget-Aware Novelty and Risk Gating for Interactive Imitation Learning." CoRL 2021. 82



Hoque et al. "ThriftyDAgger: Budget-Aware Novelty and Risk Gating for Interactive Imitation Learning." CoRL 2021. 83



Human Demonstration
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Behavior Cloning

Hoque et al. "ThriftyDAgger: Budget-Aware Novelty and Risk Gating for Interactive Imitation Learning." CoRL 2021. 85



Behavior Cloning

Hoque et al. "ThriftyDAgger: Budget-Aware Novelty and Risk Gating for Interactive Imitation Learning." CoRL 2021. 86

ThriftyDAgger (autonomous)



Behavior Cloning

Hoque et al. "ThriftyDAgger: Budget-Aware Novelty and Risk Gating for Interactive Imitation Learning." CoRL 2021. 87

ThriftyDAgger (+human)ThriftyDAgger (autonomous)



User Study

88

N=10 subjects each control 3 robots in simulation.

Robot-Gated Human-Gated



ThriftyDAgger Qualitative Results
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User Study Quantitative Results
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ThriftyDAgger had
• 21% fewer human interventions
• 57% more concentration pairs found
• 80% more throughput



91

Scalable and safe robot fleets are possible when robots ask for 
help in ways that minimize human supervisor burden.



Next time: Inverse Reinforcement Learning!

92


	Default Section
	Slide 1: Behavioral Cloning and  Interactive Imitation Learning
	Slide 2: Course feedback is open
	Slide 3
	Slide 4: Reinforcement Learning
	Slide 5: Reinforcement Learning
	Slide 6: Reward engineering is hard!
	Slide 7: Reward engineering is hard!
	Slide 8: Reward engineering is hard!
	Slide 9: Reinforcement learning is hard…even with a reward function!
	Slide 10: Imitation Learning: 
	Slide 11: Behavioral Cloning
	Slide 12: Inverse Reinforcement Learning
	Slide 13: Imitation Learning via Behavioral Cloning
	Slide 14: ALVINN: One of the first imitation learning systems
	Slide 15: ALVINN: One of the first imitation learning systems
	Slide 16: What could go wrong?
	Slide 17: Distribution Shift
	Slide 18: But it still can work in practice…
	Slide 19: How?
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24: DAgger
	Slide 25: DAgger has very nice theoretical guarantees.
	Slide 26
	Slide 27: DAgger has very nice theoretical guarantees.
	Slide 28: Learn from an Algorithmic Supervisor!
	Slide 29: But we don’t always have access to an algorithmic supervisor…
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Slide 36: Minimizing Supervisor Burden
	Slide 37: Minimizing Supervisor Burden
	Slide 38
	Slide 39
	Slide 40
	Slide 41
	Slide 42
	Slide 43
	Slide 44
	Slide 45: Simulation Experiments
	Slide 46: Simulation Experiments
	Slide 47: Simulation Experiments
	Slide 48
	Slide 49
	Slide 50
	Slide 51
	Slide 52
	Slide 53: Simulation Experiments
	Slide 54
	Slide 55
	Slide 56
	Slide 57
	Slide 58
	Slide 59
	Slide 60: Limitations
	Slide 61: When should a robot ask for help?
	Slide 62: When should a robot ask for help?
	Slide 63: Novelty Estimation
	Slide 64: Novelty Estimation: Supervisor Mode
	Slide 65: Risk Estimation
	Slide 66: Risk Estimation
	Slide 67
	Slide 68: Putting it all together…
	Slide 69: Putting it all together…
	Slide 70: Putting it all together…
	Slide 71: Putting it all together…
	Slide 72: Putting it all together…
	Slide 73: Putting it all together…
	Slide 75
	Slide 76
	Slide 77
	Slide 78
	Slide 79
	Slide 80
	Slide 81
	Slide 82
	Slide 83
	Slide 84: Human Demonstration
	Slide 85
	Slide 86
	Slide 87
	Slide 88: User Study
	Slide 89: ThriftyDAgger Qualitative Results
	Slide 90: User Study Quantitative Results
	Slide 91
	Slide 92: Next time: Inverse Reinforcement Learning!


