
CS 6300 HW08: Bayes Nets I Apr 11, 2023

1 Inference by Variable Elimination
Consider the following Bayes’ net from last week’s homework. We will again derive P (A| +
e,−f), but this time using Variable Elimination. We will eliminate variables in the following
order: D,B,C.

A P (A)
+a 0.3
-a 0.7

B A P (B|A)
+b +a 0.7
+b -a 0.6

C A P (C|A)
+c +a 0.2
+c -a 0.9

D B P (D|B)
+d +b 0.3
+d -b 0.4

E C P (E|C)
+e +c 0.4
+e -c 0.5

F C P (F |C)
-f +c 0.9
-f -c 0.2

FE

C

A

B

D

We have

P (A|+ e,−f) ∝ P (A,+e,−f) =
∑
B,C,D

P (A,B,C,D,+e,−f)

From the Bayes’ net,

P (A,B,C,D,+e,−f) = P (A)P (B|A)P (C|A)P (D|B)P (+e|C)P (−f |C)

As a reminder, the order in which you should perform variable elimination is D,B,C. Also
note that if after marginalization, all entries are 1, then you can ignore the resulting factor in all
subsequent joins since it won’t have any effect.

To make this more clear, let’s walk through the first variable elimination and marginalization.
We start with D. The only factor involving D is P (D|B). We can ignore the resulting factor,

f1, since after marginalization we just have ones and any joins that involve f1 won’t be changed by
joining with f1 since we will just multiple entries by 1.

D B P (D|B)
+d +b 0.3
-d +b 0.7
+d -b 0.4
-d -b 0.6

Sum over D
B f1(·|B)

+b 1
-b 1

Continue and finish solving for P (A| + e,−f) by next eliminating variable B and finally C.
Then normalize. You should be the same answer you got for HW 7. And hopefully, you’ll agree
that Variable Elimination is much better than full enumeration.
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2 Sampling
Consider the Bayes net below with corresponding CPTs.

1. Generate 2 samples using the following random numbers for the following nodes:

A B C D A B C D
0.31 0.58 0.04 0.94 0.67 0.49 0.37 0.42

A P(A)
+a 0.8
-a 0.2

A B P (B|A)
+a +b 0.8
+a -b 0.2
-a +b 0.5
-a -b 0.5

A C P (C|A)
+a +c 0.7
+a -c 0.3
-a +c 0.1
-a -c 0.9

B C D P (D|B,C)
+b +c +d 0.3
+b +c -d 0.7
+b -c +d 0.1
+b -c -d 0.9
-b +c +d 0.2
-b +c -d 0.8
-b -c +d 0.9
-b -c -d 0.1

A

B C

D

The samples are:

[TODO: sample 1 here]
[TODO: sample 1 here]

2. Given the samples below, answer the subsequent queries. We’ve done the first one for you.

+a -b -c -d
-a +b +c -d
+a -b +c -d
+a +b -c -d
+a -b +c +d
-a -b -c +d
-a -b -c -d
+a +b +c -d
-a +b -c -d
+a +b -c +d
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(a) P (+d) = 3/10

(b) P (+a,−b) =

(c) P (−a,−b,−c,−d) =

(d) P (+d| − a,−b) =

3. Consider the query P (−d|−a,−b). Using the following random numbers, generate samples
and their weights using likelihood weighting.

0.31 0.58 0.89 0.15

The samples and weights are:

[TODO: sample 1 and weight here]
[TODO: sample 2 and weight here]

4. Given the weighted samples below, answer the subsequent queries. We’ve done the first one
for you.

+a -b -c -d 0.3
-a +b +c -d 0.4
+a -b +c -d 0.1
+a +b -c -d 0.3
+a -b +c +d 0.4
-a -b -c +d 0.1
-a -b -c -d 0.2
+a +b +c -d 0.5
-a +b -c -d 0.7
+a +b -c +d 0.8

(a) P (+d) = (0.4+0.1+0.8)/(0.3+0.4+0.1+0.3+0.4+0.1+0.2+0.5+0.7+0.8) =
1.3/3.8

(b) P (+a,−b) =

(c) P (−a,−b,−c,−d) =

(d) P (+d| − a,−b) =
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