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Abstract. We show, in this paper, how it is feasible to efficiently perform large radiosity computations on a conventional (distributed) shared memory multiprocessor machine. Hierarchical radiosity algorithms, although computationally expensive, are an efficient view-independent way to compute the global illumination which gives the visual ambiance to a scene. Their effective parallelization is made challenging, however, by their non-uniform, dynamically changing characteristics, and their need for long-range communication. To address this need, we have developed appropriate partitioning and scheduling techniques, that deliver an optimal load balancing, while still exhibiting excellent data locality. We provide the detailed implementation of these techniques and present results of experiments showing very good acceleration and scalability performances. The accurate radiosity solutions required to render high quality images of an extremely large model are computed in a reasonable time. The rendering capabilities of modern graphics hardware are then used to visualize this virtual pro-fit environment in real-time: a two minutes QuickTime movie example can be downloaded from our site: ftp://ftp.loria.fr/pub/loria/isa/Cavin/sodaHallWalk.qt.gz.
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1. Introduction. The computation of radiosity, power per unit area [W/m²], is widely used in computer graphics to simulate the distribution of light in a three dimensional environment, and to render impressive realistic images. Radiosity algorithms [7, 18], based on finite element methods, interleave the computation of global light transport and local lighting representations in a given scene. Using the typical assumption of diffuse reflectors, these approaches model the transport process by determining the property of illumination leaving one surface element and reaching another. A major advantage of the radiosity approach is that, once the scene illumination is computed, the results are independent of the observer position. Thus, realistic simulations can be displayed in real-time using standard graphics hardware accelerators, since the lighting computations do not have to be repeated. Radiosity algorithms suffer, however, from a number of problems which have restricted their spread and use in real-world applications. One of the most important limitations may be their lack of capability to perform high quality computations on large complex models.

Typically, in this application, the volume of data depends obviously on the input data, but also on the output information. The radiosity integral equation to be solved relies on an explicit discretization of the illumination function, reducing the computation to the resolution of a linear system, with coupling coefficients: the number of elements required to approximate the radiosity solution can be much greater than the input data. Moreover, the auxiliary information generated temporarily by the algorithm to compute the underlying coefficients — visibility queries in particular — is not known a priori, and can be even greater than the output information. These limiting factors in performing large simulations make the computation of accurate radiosity solutions for complex models impractical on single processor platforms.

The parallelization of a hierarchical radiosity application is challenging, due to its non-uniform and dynamically changing characteristics, and its need for long-range communication. The non-uniform characteristic is intuitive: the distribution of light
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interactions between surfaces in a given scene is highly irregular. Its dynamic nature relies on the hierarchical formulation: in hierarchical radiosity, a very deeply nested hierarchy of mesh element subdivisions can be imposed on every initial surface. Light transport is allowed to occur throughout these hierarchies. As opposed to classical algorithms using a quadratic number of interactions, hierarchical formulations considerably improve the performance of radiosity computations, but change their characteristics at every step of the resolution. Since two mesh elements can interact at any level of their hierarchies, sub-computation times are highly variable, making load balancing difficult. Moreover, since both emitting and receiving surfaces can be dynamically subdivided, reader/writer locks must be used to enforce concurrency control during updates, and deadlock avoidance/resolution must be considered. As shown clearly in [20], straightforward decomposition techniques that an automatic scheduler might implement do not scale well for N-Body methods. Since hierarchical radiosity typically applies some aspects of these methods, it is unable to simultaneously provide load balancing and data locality, so appropriate partitioning and scheduling techniques need to be designed.

In this paper, we address this problem with the parallel implementation of a hierarchical wavelet radiosity algorithm on a SGI Origin2000. More precisely, we give a detailed description of techniques which yield very good speed-ups and memory cache hits, allowing the computation of hierarchical radiosity solutions on an extremely large-scale test model (Figure 6.1), with both high accuracy and reasonable speed considerations. We present in the next section the computational cost aspects of the radiosity application and existing parallel radiosity implementations to address this problem. In §3, we focus on the available parallelism of the radiosity algorithm, while techniques to perform load balancing and data locality are detailed in §4. Section 5 contains results and discussion of our experiments. Finally, §6 concludes and presents some directions for future works.

2. Radiosity computation considerations.

2.1. Solving the radiosity equation. Radiosity is governed by a Fredholm integral equation of the second kind. It arises from a more general equation known as the rendering equation [15], when one assumes that all reflections occur isotropically. Given some physical assumptions, the radiosity equation can be formulated as follows:

\[
    f(x) = g(x) + k(x) \int_\mathcal{M} \frac{\cos \theta_x \cos \theta_{x'}}{\pi r_{x'}^2} v(x', x) f(x') \, dx'
\]

where \( k(x) \) is the local reflectance function of the surface, \( \theta_x \) and \( \theta_{x'} \) are the angles between the surface normals and the vector connecting the two points \( x \) and \( x' \), \( r_{x'} \) is the distance between these two points, and \( v(x', x) \) is the visibility function whose value is in \([0, 1]\) according to whether the line between the two points \( x \) and \( x' \) is respectively obstructed or unobstructed.

Finding an analytical solution to this equation is not possible in general. Numerical approximations must be employed, generally leading to very expensive algorithms. The fundamental reason for the high cost of numerical approximations is that each surface in a given scene can potentially influence all other surfaces \emph{via} reflection.

A resolution technique for integral equations such as (2.1) is the weighted residual method, often referred to as "finite element method". Previous classical radiosity algorithms [11, 6] can be analyzed as finite element methods using piecewise constant basis functions. Galerkin radiosity, first introduced by [14, 22, 24], aims to increase the order of basis functions used in radiosity algorithms. Their goal is to improve the
quality of the computed solutions, as well as the efficiency of the computations. Thus, using higher order basis functions allows the use of much coarser meshes than classical radiosity, while still meeting a requested error bound. Hierarchical formulations of radiosity algorithms have been introduced by [5, 13]. These formulations consider the possible set of interactions in a recursive scheme, allowing the number of interactions to be linear. Wavelet radiosity, introduced by Gortler et al. [12] and Schroder et al. [17], unified the benefits of higher order Galerkin radiosity and hierarchical radiosity. The algorithm presented in this paper relies on this approach.

2.2. Previous parallel radiosity implementations. Most parallel implementations of radiosity [4] relied on the classical algorithm, which has quadratic time complexity. In [9], Funkhouser has described a “system for computing hierarchical radiosity solutions for very large polygonal models using multiple concurrent processes”. The proposed solution is a parallel version of the partitioning and ordering techniques proposed by Teller in [21], which are strongly dependent of the axial and densely occluded geometry of the model. The Soda Hall test-model used in this paper is, up-to-now, the most complex scene, in terms of input surfaces, for which a radiosity solution has ever been completed: 280 836 were used to model 250 furnished rooms of five floors of the building, for a total area of 75 946 664 square inches. The total execution time was 168 hours, using an average of 4.96 slave processors.

As pointed out by the author, the implementation and analysis of a distributed approach to the radiosity problem requires careful consideration of group partitioning, data distribution, and load balancing issues. Coarse-grained parallel execution, based on multiple separate copies of a shared database, allows multiple processors to execute concurrently with little contention or synchronization overhead. However, since updates to the shared database are executed with a coarse granularity, many of the sub-computations may be performed using out-of-database values, potentially reducing the convergence rate. This was a strong limitation to the scalability of this parallel algorithm.

Up to now, as argued in [20] and experimentally proven in [10], it appears that due to its communication nature, large hierarchical radiosity computations are not practical for a network of workstations. Some authors have implemented a parallel radiosity solver for a shared-memory multiprocessor system. Singh et al. [19] have experimented a very fine-grained parallelization of hierarchical radiosity on the 48 processors Stanford’s DASH machine: using distributed task queues with a task stealing mechanism, they were able to obtain an optimal load balancing, while showing that the cache coherent shared address space architecture was particularly well adapted to handle the natural data locality exhibited by this kind of algorithm. Their experiments have yielded very good performance, but on a very small test model (174 input polygons). We think, however, that when dealing with much larger environments, the amount of communication certainly changes the dimension of the problem. Despite this restriction, [20] greatly influenced our work. We must also mention the parallel implementation proposed in [16] on a SGI Origin2000 machine, which aimed to optimize data locality. Unfortunately, the proposed technique is only valuable for classical radiosity algorithms.

In summary, all previous parallel versions of radiosity algorithms failed to simultaneously perform:

1. large radiosity computations [19, 20];
2. with a linear time algorithm [16];
3. with high order basis functions [20, 9];
4. with both an optimal load balancing and an effective data locality [16];
5. with a moderate scalability [9].
This paper addresses all these limitations.

3. Issues to effective parallelism.

3.1. Sequential algorithm. The sequential algorithm we consider is a wavelet-based hierarchical radiosity algorithm, with several improvements in calculation proposed in [23]. Basically, the algorithm proceeds as follows (algorithm 1): first, the radiosity function $R_z$ is initialized over every input surface $S_z \in \{S_1, \ldots, S_n\}$, either from the point light sources direct illumination computation phase, or with its self-emitting radiosity, or with the zero function; simultaneously, we compute an estimate $E_z$ of the corresponding unshot energy, and maintain a sorted list of input surfaces, by decreasing unshot energy order.

Then, successive shooting iterations are iteratively performed to update the surfaces’ radiosity function. At the beginning of each shooting iteration, the surface $S_e$ with the largest unshot energy is removed from the sorted list. Its residual radiosity is successively propagated to every visible surface $S_i$ of the scene, for each interaction between the emitting surface $S_e$ and a receiving surface $S_i$, a hierarchical radiosity transfer is computed to update the radiosity function $R_i$. A part of the radiosity received by $S_i$ is absorbed and the other part is reflected, and thus incorporated into the residual radiosity of $S_i$: this increases the unshot energy $E_i$ of $S_i$, whose position in the sorted list has to be updated. A shooting iteration is completed after all energy transfers between $S_i$ and its receiving surfaces $S_r$ are completed. Finally, the unshot energy and residual radiosity of $S_i$ are reset, and the next shooting iteration begins, unless the desired convergence rate\(^1\) has been reached.

\begin{algorithm}
1: for all $S_z \in \{S_1, \ldots, S_n\}$ do
2: \hspace{1em} $B^z \leftarrow E^z$
3: \hspace{1em} $E_z \leftarrow \text{Energy}(B^z)$
4: end for
5: while not converged do
6: \hspace{1em} Choose the surface $S_e$ with the largest unshot energy $E_e$
7: \hspace{1em} \hspace{1em} \hspace{1em} Push/Pull($S_e$)
8: \hspace{1em} for all $S_i \in \{S_1, \ldots, S_n\} - S_e$ do
9: \hspace{1em} \hspace{1em} \hspace{1em} Hierarchical RadiosityTransfer($S_e, S_i$)
10: \hspace{1em} \hspace{1em} \hspace{1em} $E_i \leftarrow \text{UnshotEnergy}(B^r)$
11: end for
12: \hspace{1em} $E_e \leftarrow 0$
13: end while
\end{algorithm}

The hierarchical radiosity transfer is based on a multi-level representation of the radiosity function over the surfaces. Each surface is represented as a quadtree of mesh elements, over which the radiosity function is projected onto wavelet basis functions. The radiosity transfer starts at the higher level of the quadtrees. A user-parameterizable oracle function decides if the transfer can be done between the two current mesh elements, based on an evaluation of the committed error. If the error is too high, the transfer must be performed between one of the two mesh elements and the lower level representation of the other one (this lower level representation may have to be created). Energy can thus be transferred between any levels of the

\(^1\)Computed as $1 - (\text{total remaining unshot energy/total initial unshot energy}).$
quadtree. When the radiosity function has to be updated over the whole surface quadtree, a push/pull mechanism is used to transmit the energy between its different levels.

The oracle function involves a huge amount of point–to–point visibility computations, which can be accelerated with a Binary Space Partition structure [8], or with graphics hardware [1] when available.

3.2. Available parallelism. The sequential parts of our application involve loading the input scene and initializing the data structures, building the BSP, visualizing and exporting the result.

Parallelism can be exploited in the solving phase of the algorithm and is available at several levels:

1. across emitting surfaces: each process $P$ gets a different emitting surface $S^p_i$ (algorithm 1.6), and computes the whole set of radiosity transfers towards every receiving surface $\{S_1, \ldots, S_n\} - S^p_i$;

2. across surfaces' radiosity transfers: each process computes a single interaction between an emitting surface $S_e$ and a receiving surface $S_r$ (algorithm 1.9), thus several processes can deal with the same emitting surface at the same time (with different receiving surfaces);

3. across mesh elements interactions: several processes may collaborate to compute a single radiosity transfer (algorithm 1.9) between the same emitting and receiving surfaces (respectively $S_e$ and $S_r$).

3.3. The execution platform. In order to fully exploit a computer, it is critical to understand the underlying architecture. The SGI Origin2000 is a scalable multiprocessor system (up to 1024 processors) with distributed shared memory (DSM), based on the SN0 (Scalable Node 0). This architecture provides both the programming simplicity of a shared memory architecture and the scalability of a distributed memory architecture, by eliminating the limited bandwidth of a common bus. For a 64-processor machine, the number of router hops\(^2\) is less than five with an average of 2.97, giving an average read latency of 796 ns (with a TLB hit). However, in order to get optimal performance, it seems necessary for programs to use the caches effectively. The great majority of data accesses should be satisfied from the caches, thus making the access time to memory (local or remote) less important. This can be achieved by applying the two straightforward principles of data locality:

1. spatial locality: a program should use every word of every cache line (128 bytes) it touches, to avoid the time wasted copying the unused parts of the line;

2. temporal locality: a program should use a cache line intensively, and then not return to it later, because it may have been replaced by other data.

At least, a process should use the memory that is closest to the processor it runs on. Fortunately, the SN0 architecture provides both hardware and software features for improving performance, including support for dynamic page migration (in order to have data pages reside primarily in local memory) and prefetching (so memory-fetch can be overlapped with execution).

4. Performing load balancing and data locality. Exploiting data locality in the extended memory hierarchy of a parallel machine is a key issue in order to both improve single node performance, and to reduce the extra communication between nodes. In addition, we showed in [3] that high parallel performance and scalability

\(^2\)The number of routers that could handle a request for memory data.
could obviously not be obtained without optimally balancing the workload among processes. In [2], we experimented with the three granularities of parallelism, previously mentioned, and showed that there is no hope to sustain good parallel performance with the coarsest or the finest granularity. We focus on the third remaining approach, which leads to a good load balancing without losing control over the data locality. Two critical problems concerning concurrent access issues are solved here: the duplication of the emitting surface quadrature, and the restrictive access to the receiving surfaces. Finally, memory parallel management considerations are exposed.

4.1. Parallel algorithm. The complete parallel algorithm is described by algorithm 2, with the same notations as introduced in the sequential algorithm 1.

Algorithm 2 Parallel algorithm.

1: for all $S_n \in \{S_1, \ldots, S_n\}$ do
2:  $E^* \leftarrow E^*$
3:  $E_\infty \leftarrow \text{Energy}(E^*)$
4: end for
5: /* In parallel, each process performs the same loop */
6: /* Note: TaskManager, $TM_{\text{emitter}}$ and $TM_{\text{receiver}}$ are shared objects */
7: while not converged do
8:  $Temp \leftarrow S_n$
9:  $\text{Lock}(\text{TaskManager})$
10: if $TM_{\text{receiver}} = S_{n+1}$ || $TM_{\text{emitter}} = \emptyset$ then
11:  Choose the surface $S_n$ with the largest unsigned energy $E_\infty$
12:  $\text{Lock}(S_n)$
13:  $\text{Push/Pull}(S_n)$
14:  $TM_{\text{emitter}} \leftarrow S_n$
15:  $TM_{\text{receiver}} \leftarrow S_1$
16: end if
17: $S_n \leftarrow TM_{\text{emitter}}$
18: $S_\infty \leftarrow TM_{\text{receiver}}$
19: $TM_{\text{receiver}} \leftarrow S_{n+1}$
20: $\text{Unlock}(\text{TaskManager})$
21: if $S_n = Temp$ then
22:  $\text{Lock}(S_n) \leftarrow \text{LazyCopy}(S_n)$ /* Since $S_n$ is locked */
23: end if
24: if GetLock$(S_n)$ then /* Receiving surface $S_n$ was not locked */
25:  $\text{HierarchicalRadiosityTransfer}(\text{Le}_S, S_n)$
26:  $\text{MergePendingLures}(S_n)$ /* If any */
27:  $E_\infty \leftarrow \text{UnshotEnergy}(B^*)$
28:  $\text{Unlock}(S_n)$
29: else /* Receiving surface $S_n$ is locked, as emitter or receiver */
30:  $\text{Lu}_S \leftarrow \text{MakeLure}(S_n)$
31:  $\text{HierarchicalRadiosityTransfer}(\text{Le}_S, \text{Lu}_S)$
32: if GetLock$(S_n)$ then /* Receiving surface $S_n$ has been unlocked */
33:  $\text{MergeLure}(\text{Lu}_S, S_n)$
34:  $E_\infty \leftarrow \text{UnshotEnergy}(B^*)$
35:  $\text{Unlock}(S_n)$
36: else /* Receiving surface $S_n$ is still locked */
37:  $\text{AddLureToPendingLures}(\text{Lu}_S, S_n)$
38: end if
39: end if
40: if $S_n = S_\infty$ then /* Last radiosity transfer of the emitting surface $S_\infty$ */
41:  $E_\infty \leftarrow 0$
42:  $\text{MergePendingLures}(S_n)$ /* If any */
43:  $E_\infty \leftarrow \text{UnshotEnergy}(B^*)$
44:  $\text{Unlock}(S_n)$
45: end if
46: end while
Basically, its principle is to continuously process the radiosity transfers of the successive shooting iterations “in nearly the same order” as in the sequential algorithm. Actually, no synchronization is done at the shooting iteration level (algorithm 2.11): some processes can begin the following shooting iteration without waiting for the other processes to complete the current shooting iteration. They use the surface currently in the first place of the sorted list. So, this may not be the same emitting surface as if they had waited for the current shooting iteration to be completed, but this avoids having them remain idle on a synchronization barrier.

Obviously, we had to introduce some mechanisms to ensure safe parallel computations of radiosity transfers:

1. Due to the parallelization scheme, an emitting surface is used by multiple processes. These processes may have to create previously non-existent subdivisions of mesh elements for accuracy considerations. In order to avoid a locking mechanism overhead, and because the radiosity of the emitting surface is not affected by these subdivisions, the processes can use separate copies of the emitting surface.

2. Because there is no synchronization at the shooting iteration level, a surface can simultaneously receive energy from different emitting surfaces. A receiving surface must be locked during a given energy transfer to ensure the coherency of its radiosity function.

3. Furthermore, a given surface can be used as a receiver and an emitter at the same time. On one hand, a receiving surface can unfortunately not be used as an emitting surface, since the radiosity values stored on its mesh elements are being updated. On the other hand, an emitting surface keeps its radiosity values coherent: a solution can be found to use it as a receiving surface, as long as its receiver role does not affect its emitter role.

The first point, copying the emitting surface, introduces a parallelism overhead, which may be problematic, especially at the end of the computation: the duplication of a large, deeply decomposed surface, may take longer than computing the corresponding shooting iteration. The second and third points may lead to severe lock problems. On one hand, an emitting surface cannot receive a radiosity transfer until all its receiving surfaces have been processed, which may take time. On the other hand, simultaneous radiosity transfers towards the same emitting surface are serialized, thus idling some processes. Moreover, a deadlock situation is likely to occur, when two surfaces are involved in symmetrical energy transfers. These two issues are respectively solved with the introduction of our lazy copy and lazy original techniques.

4.2. Lazy copy. Copying the emitting surface appears to be a critical point in our parallel algorithm, due to the following:

1. emitting surfaces are more and more subdivided, thus increasing copy time, while corresponding shooting iteration computation times decrease;
2. through the oracle function, only the higher levels of the duplicated mesh elements hierarchy remain useful, as the computation proceeds.

This naturally leads to the idea of using a light copy of the emitting surface. For building this so-called “lazy copy”, we no longer duplicate the whole hierarchy, but only its higher level (the root), keeping a reference to the original surface. Then, when the process needs a lower level of the hierarchy, it copies the information from the original surface, if it exists, or creates it on its lazy copy. Low levels of the hierarchy are only copied when necessary. Further subdivisions done on the lazy copy are not copied back to the original surface, since they do not contain supplementary radiosity information.
4.3. Lure. We also had to find a mechanism to avoid that a process remains idle when it has to wait for a receiving surface to be unlocked, and at the same time to resolve the potential deadlock problem. The basic idea is to let the radiosity transfer work on a disjoint simplified copy (i.e. without subdivisions) of the locked receiving surface, namely a lure. Once the radiosity transfer is completed, the computed lure and the original receiving surface hierarchies must be merged. When a process has completed its radiosity transfer with a lure, the original surface the lure was built from may either be locked or not. If it is no longer locked, the process locks it and can easily perform the merging operation. In the other case, the process should not wait for the surface to be unlocked, or there would be no benefit. It thus appends its lure into a list of “pending” lures associated with the original surface.

We now have to determine how and when the pending lures will be merged with their original surface. This task could be assigned to the next process computing a shooting iteration with this surface as an emitting surface. Another, more efficient solution, is to have it done by the process in charge of unlocking this surface, allowing the merging work to be divided among processes. Moreover, during the merging operation, which may be time consuming, processes requiring this surface as a receiver for a radiosity transfer will still be able to use another lure. If it had been assigned to the process getting the first radiosity transfer for a shooting iteration with this surface as an emitting surface, this would have delayed the following processes assigned to its next radiosity transfers.

To be complete, we have to note that a potential lock idle time problem remains, when a new shooting iteration starts, involving an emitting surface which is currently locked as a receiving surface. This problem may be avoided by introducing a heuristic, forcing a process to use a lure when it has to compute a radiosity transfer towards a receiving surface which “is likely to become an emitting surface in the near future”.

4.4. Memory management. Efficiently managing the shared memory is a crucial point for such a parallel application which constantly allocates and deallocates memory data. Our early experimentation using the standard memory allocation library have proven that this method reveals itself as a serious bottleneck. Indeed, each time a process needs to allocate or free a piece of memory, it must use a lock in order to avoid trashing the allocation table. This severely restricts the expected speed-up.

In order to avoid this bottleneck, and to avoid rewriting all memory allocations within our application, we have chosen to create a memory allocation space for each process (i.e. an arena) and to overload the malloc, realloc and free functions, so that each process only allocates data in its own arena. In order to allow allocated data to be freed, we add a 64 bits integer flag in front of each allocated data, in order to code in which arena it has been allocated. A process having to free a given data has to look at this flag to find the arena where it actually performs the free operation. In fact, as a great number of deallocations are done by the process which has previously allocated the data, there is very little contention in practice for accessing the arena.

Our new memory parallel allocation library generally gives good results in term of execution time, since concurrent processes no longer spend most of their time trying to access the main memory to allocate or free data. Nevertheless, in terms of memory space, the results are not so good. This seems to be due to the SGI “fast main memory allocator” (-malloc), on which the arena main memory allocator (malloc) is based. Indeed, this library manages the dynamic allocation less efficiently than the standard one, and it is not so rare, when doing a call to malloc, to notice that less than 20% of the space allocated to the ordinary blocks is effectively used in a given arena.
Such bad results are not observed with the sequential application, which uses the standard malloc. We are currently trying to modify this behavior, by fixing different combinations of the allocator parameters: as an example, increasing $\texttt{M\_V\_L\_B\_L\_K\_S}$ seems to help in some ways.

5. Results and discussion. In order to test the effectiveness of our parallel algorithm, we performed several experiments with the well-known Soda Hall database, mentioned in §2. This dataset consists of eight floors, six of which containing furniture, for a total of 558 300 surfaces. For this experiment, we used the SGI Origin2000 described in §3. The machine is equipped with 64 R10000 processors, for a total of 24 Gbytes of main memory. The operating system is the IRIX 6.5.5f release. The parallel algorithm has been implemented within a research application of more than 400 C++ classes, based on the SGI OpenInventor library. We used aprc processes, and compiled the application using the MIPSpro 7.2.1 C++ compiler, with the maximum available performance optimization flags.

Evaluating a parallel application is difficult, since many parameters are involved in the overall behavior of its execution. The key question, regarding our problem, is to evaluate the data locality and load balancing properties. Fortunately, the R10000 processors of the SGI Origin2000 provide hardware counters for measuring, among others, memory cache hits, through the \texttt{perfex} tool. Characterizing load balancing is more complicated than only measuring complete execution time. Doing this, even in combination with the counters analysis, would hide uncontrolled idle time — such as system activity and hidden system locks — that obviously must be taken into account, but does not characterize the parallel algorithm itself. A more accurate solution is to precisely measure the individual idle time lost waiting on each synchronization point of the parallel algorithm. However, this timing must not introduce a supplementary cost, \textit{i.e.} we shall avoid using system calls: we have chosen to instrument our code by mapping the R10000 cycles counter, allowing an instant, cost-free, measure.

5.1. Performance evaluation. For performance evaluation purposes, we used one unfurnished floor of the Soda Hall model. This test model is composed of 8 548 initial surfaces, of which 52 are self-emitting surfaces. Although not so complex, this model was useful for this part of experiments: using a larger model would have been not so convenient for speed-up measures. Moreover, when the needed memory no longer fits into the main memory of a single processor, some side-effects occur that may enhance the obtained parallel performance. The sequential execution took 10 813 seconds to complete, creating 128 039 mesh elements, 98 176 of which are final. 1 086 shooting iterations were needed to reach a 90 % convergence rate.

The obtained data locality is very high, since 95% of data accesses are satisfied in both $L1$ and $L2$ caches, independently of the number of processors used. These results are very similar to those obtained in [16], where an explicit data distribution was used to optimize data locality. This confirms both our parallelization design choices, and the capabilities of the ccNUMA architecture to efficiently handle the inherent data locality of our application. The lower curve of Figure 5.1(a) shows a plot of speed-up for increasing numbers of processors, from 1 to 32, with a first implementation. Although not linear, the obtained performance is not so bad, in regards to the high convergence considered, since we obtained more than 50% of linear speed-up up to 32 processors. By examining our synchronization points instrumentation figures, we can notice that our load balancing strategies are excellent: no idle time is lost, neither on the unique final synchronization barrier, nor while waiting for new tasks or locked surfaces to become available. However, Figure 5.1(b) shows an increase of total lock
idle time with the number of processors, and consequently an increase of the total execution time, explaining the obtained speed-up.
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**Fig. 5.1. Performance results for the one floor test scene.**

Our individual lock instrumentation showed that the serialized access to the sorted list of surfaces represented 90% of the total lock time. Indeed, in this implementation, the processes first removed their receiving surface from the sorted list, then computed the radiosity transfer, before re-inserting the surface. In a huge model like a building, only a few surfaces are visible from a given emitting surface. Thus, all remaining non-visible surfaces were quickly removed and inserted in the sorted list, which became a bottleneck. Optimizing the sorted list management allowed us to enhance the parallel performance, as shown by the upper plot of speed-up of Figure 5.1(a). However, another lock (restricting access to the OpenInventor scene graph) emerged as a new bottleneck preventing to obtain a linear speed-up. This is a general remark, resolving a bottleneck often raise another one, often not expected as problematic, and this also points out the need of efficient management of critical data structures.

5.2. **Practical experiment.** To complete our evaluation, we planned to perform a radiosity computation for the entire Soda Hall building model and its furniture. However, the arena memory allocation library, and its parameters, made this quest difficult, since it appeared to allocate much more memory than necessary. Then, even with the 24 Gbytes of our machine, we were not able to have the computation completed. The key problem is that only 20% of the allocated memory is effectively used by our application.

Nevertheless, we succeeded to complete the computations for three floors of the model, all with furniture. This test model is composed of 320 113 surfaces, i.e. a little more than the five furnished floors performed in [9]. The final execution time, using 32 processors, was 11 hours, and about six millions of final mesh elements were created. Most of the lost time was spent on the different locks used by our implementation. Figure 6.1 shows a rendering of the sixth floor: note the fine shadows of the plants caught by the hierarchical radiosity meshing.

6. **Conclusion.** This paper presents an original system for computing highly precise radiosity solutions of large models on a conventional distributed shared memory multiprocessor machine. Solving the integral equation is done by a hierarchical algorithm, using high order wavelet basis functions, necessary to obtain both optimal accuracy and optimal finite element decomposition. Appropriate partitioning
and scheduling techniques are proposed to deliver optimal load balancing, by mini-
mizing idle time waiting on locks and synchronization barriers for other tasks to be
completed, while still exhibiting excellent data locality. The experiments we have
performed show quite good parallel efficiency of more than 65% up to 32 processors.

Several practical implementation problems, mostly independent from the parallel
algorithm itself, have arisen to limit the obtained parallel performance and associated
scalability. First, we have found that a precise, efficient timing of idle time lost on
locks is necessary to focus optimization efforts on the right places. Then, solving a
bottleneck often creates another one, which in turn has to be resolved. However, we
may expect this iterative tuning process to bring us to the optimal implementation.
Finally, managing the large, dynamically growing memory necessary to achieve very
large computations appears to be difficult but is a key issue to completing larger
computations.

However, our experimentations allow us to expect a better scalability, both in
terms of processor number and input database size. Our future work involves, among
others, a theoretical study of the scalability properties of our parallel algorithm, which
should confirm these experimentations. We believe that our approach, using distrib-
uted shared memory parallel computing, will be a more and more adequate way to
answer the users’ growing need — both in terms of large input dataset and execution
time — as both small-scale multiprocessor personal workstations and larger
scale supercomputers become available.
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