“You Never Call, You Never Write”: Call and SMS Logs Do Not Always Indicate Tie Strength
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ABSTRACT
How effective are call and SMS logs in modeling tie strength? Frequency and duration of communication has long been cited as a major aspect of tie strength. Intuitively, this makes sense: people communicate with those that they feel close to. Highly cited research papers have pushed this idea further, using communication as a direct proxy for tie strength. However, this operationalization has not been validated. Our work evaluates this assumption. We collected call and SMS logs and ground truth relationship data from 36 participants. Consistent with theory, we found that frequent or long-duration communication likely indicates a strong tie. However, the use of call and SMS logs produced many errors in separating strong and weak ties, suggesting this approach is incomplete. Follow-up interviews indicate fundamental challenges for inferring tie strength from communication logs.
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INTRODUCTION
Logged communication data collected by smartphones offer a potentially rich way for computer systems to gain more social sophistication and to better understand the changing interpersonal relationships that people have with each other. Recent work points to benefits from more social sophistication, including digital photo frames that adapt based on the relationships of the people in a place [20]; online identity authentication [21]; virtual possession collections that automatically surface based on the social context [30]; and even services that automate the management of privacy settings based on the influence of relationship in people’s willingness to share [39].

A wealth of work in social psychology has found that relationship strength between two people influences their pattern of communication. When a relationship has stronger tie strength, there is generally more communication and when a relationship has weaker tie strength there is generally less communication [16,23]. Subsequent research has operationalized this theory by using call frequency and duration as a proxy for tie strength [7,27,31,37].

The theory relating communication frequency to tie strength is based on communication across long periods of time and across all possible channels, including face-to-face. Many recent and highly cited papers, however, have operationalized tie strength using data from one or two communication channels and using small time windows when compared to a person’s lifetime [7,27,31,37]. The idea that you can model tie strength with relatively sparse data is tantalizing but dangerous. If it works, it is a discount approach that can easily be adopted by many applications where call logs are readily accessible. However, linking together communications from more data sources is challenging and error-prone. Furthermore, if sparser communication data does not accurately infer tie strength, then our community’s ongoing adoption of this untested assumption may lead to many kinds of errors.

To investigate if tie strength can be inferred from sparser communication data sets, we conducted a study based on the call and SMS logs stored on smartphones that had been in use for at least six months. We gathered data from 36 participants, including contact lists, call and SMS logs, and a list of friends from Facebook. We also collected ground truth: participants labeled the type of relationship and rated the tie strength of seventy of their contacts and friends.

The data confirms that high-frequency or long-duration communication is a useful signal for identifying strong ties. However, communication frequency and duration are a noisy signal, producing many errors. In an attempt to reach beyond the simple proxies of frequency and duration, we employed a set of 153 features and developed 9 machine learning models to identify any complex signals in the call logs that might indicate tie strength. In line with previous findings conducted using Facebook data, our binary classifier achieved 91.6% accuracy for inferring tie strength. We confirmed that frequent communication is a useful signal for identifying strong ties. However, this high accuracy can be misleading, because the number of strong ties is much lower than the number of weak ties. Despite the high accuracy of the model, over half of strong ties are incorrectly labeled as weak ties, and only half of the classified strong ties are actually strong ties.
To understand the cause of these errors, we interviewed a subset of our participants. We found three explanations: 1) people use many different communication channels, and phone and SMS logs are not representative of their overall communication patterns; 2) face-to-face communication is important, but is not easily observed; and 3) people feel a lingering sense of closeness to friends from a previous stage in their life, though communication has decreased.

In hindsight, these results may seem obvious; interestingly, they are not well represented in the literature. Furthermore, several highly cited papers operationalize tie strength only using call frequency and duration, without acknowledging these limitations, leading to an incomplete construct that may affect their results. While in many cases a more accurate approximation of tie strength may not be feasible, work using call logs to operationalize tie strength should consider these systematic biases and directly address how these limitations affect their claims.

RELATED WORK
Social Science Research in Social Networks
A large amount of social science research has focused on understanding aspects of human relationships. We highlight some related areas and describe how we operationalize these theories in a machine learning system.

Numerous studies have examined how many close ties a person has. A study of 3,000 Americans showed that people average four strong ties, with most having between two and six [6]. Another study of 1,000 adults found that most people had 10 friends they meet or speak with weekly [6]. Our work is focused less on counting ties and instead looks to characterize these ties. A great deal of literature has looked at factors influencing tie strength. Roberts and Dunbar examined how closeness and kinship influence the size of social networks and communication patterns [34,35]. Some studies have used proximity as a proxy for quantity of interaction between pairs [13,29], showing that communication frequency drops exponentially as members of a pair move farther apart [2,42].

Granovetter identified four dimensions of tie strength: duration, intimacy, intensity, and reciprocity [17]. Gilbert and Karahalios expanded on these dimensions for online communications on Facebook, and built models that could achieve 85% accuracy on binary classification of a person’s contacts as strong or weak ties [14]. Using survey data and Facebook data (including passive consumption) from 11,000 participants, Burke developed a linear model for estimating tie strength of contacts on Facebook, which was able to distinguish the closest relationships from others with an accuracy of 71.2% [4]. Our work is similar to the above, and our binary classification accuracy of 91.6% is in line with their results; however, we use a different data source, looking at smartphone usage and not Facebook usage.

Beyond using different data sources, we use a different method for eliciting a participant’s contacts to be examined in this study, including: 1) Explicitly asking the participant for their close contacts regardless of whether they are in the participant’s contact list; and 2) Selecting contacts with whom the participant has frequent communication. By employing this approach, we can better understand the aggregate of the participant’s social relationships. This also enables us to understand the limits of elicitation methods that use only Facebook, or only the mobile contact list.

Backstrom and Kleinberg used Facebook data to analyze network properties of users to identify a specific kind of strong tie: a romantic partner [3]. They identified a new measure of tie strength that they call ‘dispersion;’ the lack of connectedness between two people’s mutual friends. Employing machine learning techniques focused on structural and interaction measures, they correctly identified an individual’s romantic partner 70% of the time. The call and SMS log data we used lacked these structural features. The logs contain egocentric network information for each participant, not for each of the participant’s contacts. However, we take a similar process of examining several specific features individually before combining them in a machine learning model to infer strong ties.

Using Sensors to Model High Level Context
An emerging thread in UbiComp research has been the use of sensors to model real-world behavior and context [32], including inferring information about people and their social networks. Eagle, et al. studied and modeled human social structure using mobility data from mobile phones [11,12]. They were able to infer 95% of friendships based on call records and Bluetooth proximity within their participant pool of two interconnected groups at a university. In that study, inferences were made in a very particular setting: the only potential relationships considered were of classmates who were also participants in the study. Our work differs from this project by making inferences about a much larger pool of relationships.

Cranshaw, et al. [8] looked at how to use location data alone to infer friendships on Facebook. Using features extracted from the location data, they created a machine learning classifier that achieved 92% accuracy in making a binary classification for someone appearing in a person’s list of Facebook friends. Similar to the reality mining work, this work also focused primarily on a campus population, and the analysis could only include relationships where both people in the dyad were participants using the study system. Both of these projects demonstrate the importance, and also the challenge, of using collocation to infer the presence of a social relationship. In our work we focused on trying to be as complete as possible with identifying a user’s strong relationships, rather than identifying a subset of the participant’s strong relationships. Our error analysis interviews highlight the necessity of collocation for being able to infer some of a person’s strong relationships.

Researchers have used communication data to model social graphs. Past work developed techniques for inferring
different groups from email or online social network usage [5,10,28]. Other work looked at inferring tie strength based on communication patterns [4,14,40]. For example, Xiang et al. [40] developed models that would infer the strength of ties between individuals on LinkedIn. Other work looked at using large quantities of mobile phone call logs to model social structure and persistence of ties over time [18].

Other work has created models to infer the life facet (family, work, or social) of contacts using smartphone logs [26], achieving 90% accuracy for contacts that had at least one communication. Our work uses similar machine learning features. Our core contribution is our investigation into inferring tie strength, our analyses of which techniques did and did not work well, and interviews to understand the errors made by the models.

**METHOD**
We wanted to assess how well tie strength can be inferred from data found on nearly every smartphone: contacts, call logs, and SMS logs. We chose these data sources because we wanted to validate the assumption being used in the research community that communication frequency and duration from these channels can work as an effective proxy for the strength of a relationship. We collected data from participants’ Android smartphones and asked them to manually categorize and rate their relationships with individual contacts as our ground truth.

**Participants**
We recruited 40 participants (13 male and 27 female) living throughout the United States by posting ads in several places: on Craigslist in 6 major US cities, on a nationwide site for recruiting study participants, on a website for posting social relationship research studies, and on a participant pool within our university. We had three selection criteria. First, to avoid privacy concerns with minors, participants had to be at least 18. Second, to focus on people who could benefit from a more computationally sophisticated representation of relationships, participants had to use Facebook and have at least 50 friends through the service. Third, to ensure a sufficient amount of log data, participants had to have used the same Android phone for at least six months prior to the study. 55% of our participants were students (graduate or undergraduate), 35% were employed in a variety of professions, and 10% were unemployed. Participant ages ranged from 19 to 50 years (mean = 28.0 years, σ = 8.9). Participants were instructed to complete the ground truthing within two weeks, and were compensated $80 USD. Of the 40 participants, we excluded four participants from our analysis: each had fewer than two weeks of data and fewer than 100 phone calls. Findings are based on the remaining 36 participants.

**Procedure**
Participants downloaded our Android app, which copied their contact list, call log, and SMS log to a database file. Participants then uploaded this file, in addition to their Facebook friends list, to our server through a custom website that was designed for this study. The entire study was conducted through this website. Participants could stop and resume whenever they wanted, and were given two weeks to complete the entire process. By default, Android phones limit the call log to the last 500 calls and typically have a default limit of 200 SMS messages per contact. This resulted in broad differences in how many days the logs represented (range: 21-369; median: 80; mean: 108).

Participants’ contact and Facebook lists were much too long for participants to completely ground truth. Through pilot testing, we found 70 contacts to be a reasonable number for participants to rate before becoming overly burdensome: we wanted to maximize participant retention.

The vast majority of any individual’s contacts will be weak ties. However, in this work, we wanted to maximize the likelihood of collecting information on strong ties. To accomplish this, we asked participants to generate a list of contacts that fit specific social categories, regardless of their appearance in the phone contact list or Facebook list. Participants listed five people in each of the following categories: immediate family, extended family, people they live with, coworkers, people they feel close to, and people they do hobbies with. We selected these groups based on past qualitative work that suggests these categories will contain an individuals’ strong ties [24,36,39]. This resulted in approximately 25 unique names per participant (some names were repeated across the categories). In addition, we selected the 15 contacts with the highest communication frequency for calls, SMS, and Facebook. These characteristics allow us to examine the assumptions that communication is a direct proxy for tie strength: we now have ground truth data for all of the high-communication contacts, and we have identified many of the participant’s strong ties by asking them directly. If call and SMS communication is a perfect proxy for tie strength, these two groups should be the same.

To fill out the list of 70 contacts, we combined category list and the frequency list, removing all duplicates. To get the list of 70 contacts, we added randomly selected individuals from their phone’s contact list and Facebook friend list, with participants manually identifying duplicates due to the challenges of automatic merging using names [38]. This process continued until we had a list of 70 distinct names for each participant (hereafter called the 70-person list).

Participants provided demographics for each contact in the 70-person list, such as sex, age, and relationship duration. Participants also answered four questions about their relationship with each contact, adapted from [22]:
1. How close do you feel to this person?
2. How strongly do you agree with the statement “I talk with this person about important matters”?
3. How strongly do you agree with the statement “I would be willing to ask this person for a loan of $100 or more”?
4. How strongly do you agree with the statement “I enjoy interacting with this person socially”?

Participants answered questions using a discrete 5-point scale, following previous work on tie strength [1,4,9,35]. We used a discrete rather than continuous scale to reduce cognitive load and fatigue. Participants provided a large amount of data for many contacts, and we were concerned that the freedom of a continuous slider would be an additional burden. To protect privacy, we did not collect the content of SMS messages. However, we did collect descriptive information such as email domain name, first six digits of phone numbers, and city/state/zip code.

DATA ANALYSIS

We gathered logs for 24,370 phone contacts, 16,940 calls, 63,893 SMS messages, and 1,853 MMS messages. Note: Android phones can be set to automatically sync the phonebook with online contact lists (e.g. Gmail and Facebook). As a first step to explore the validity of using information available on a smart phone (contact list, call logs, and SMS logs) to infer tie strength, we analyzed the answers for the four tie strength questions our participants answered. The questions were highly reliable (α = 0.91). This allows us to add together the answers from the four questions to form a scale. This is a standard practice that increases the reliability of a measure [15]. Based on this combined score we generated a ranked list of each participant’s contacts based on relationship strength.

Next we partitioned each participant’s contacts into three levels. We explored several approaches for identifying these levels. An assessment of the distribution of Z-scores from the combined tie strength metric both across all participants and per-participant revealed no obvious gaps in ratings on which we could split strong and weak ties. Instead, we based these levels on previous work by Zhou et al, which finds that “rather than a single or a continuous spectrum of group sizes, humans spontaneously form groups of preferred sizes organized in a geometrical series approximating 3–5, 9–15, 30–45, etc.” [41]. They found that the top group represents a person’s closest relationships (support group), and the second group represents the next closest set of relationships (sympathy group). The larger sized groups of 50 and 150 people are considered to be less stable, and are referred to as clans or regional groupings.

In constructing each participant’s 70-person list, we took multiple steps to increase the likelihood of capturing many of a participant’s closest contacts. Because of this, we assigned the contacts into their respective groups based on the numbers from Zhou et al. By handling the data in this way, we are able to normalize out individual differences between participants (e.g. a tendency for some participants to use 3 as the baseline and others to use 1, or a participant’s negative reaction to a particular question).

We partitioned each contact list accordingly:

- **strong tie** - the top group (rank 1-4)
- **medium tie** - the middle group (rank 5 – 19)
- **weak tie** - the remaining contacts

In cases where multiple contacts tied for a rank, all of those contacts were assigned to the same tie strength level, resulting in a slight variation in group sizes per participant.

With these tie strength groupings, we began to investigate communication patterns as a proxy for tie strength. First, we discuss simple features and their relationship to the tie strength groupings. Next, we describe machine learning models for inferring these tie strength levels.

SIMPLE FEATURES AND TIE STRENGTH

Contact Source and Tie Strength

The properties of the 70-person list allow us to estimate an upper bound for the percentage of a user’s close contacts who could be detected from our two contact sources: only Facebook, only the contact list, or both. As Figure 1 shows, overall 99% of people on the 70-person list showed up in either a phonebook or Facebook list (range: 95-100%, med: 100%). Overall, 19% of contacts existed only in the phonebook (range: 4-57%, med: 18%); 29% were only in Facebook (range: 0-56%, med: 31%); and 51% were in both (range: 20-90%, med: 52%). Looking across the tie strength categories reveals distinctive trends. We used Spearman’s rho (ρ) to measure the non-parametric correlations between tie strength group and presence in the phonebook and Facebook friend list. Being a Facebook-only contact was negatively correlated with tie strength (ρ=-0.32, p < 0.001). Being a phonebook-only contact was not correlated with tie strength (ρ=0.03, n.s.), although percentage-wise, more of the closer contacts were only in the phonebook. Being a phonebook-and-Facebook contact was positively correlated with tie strength (ρ=0.27, p < 0.001).

The red points in Figure 1 represent the 21 people that were neither in the phonebook nor Facebook list, including people whom participants identified as immediate and extended family members; people participants currently live with; work with; feel close to; and do hobbies with. The orange points in Figure 1 represent Facebook-only contacts and the blue points represent the phonebook-only contacts. 29% of contacts would be missed if using a phonebook-only list to classify tie strength and 19% would be missed if using a Facebook-only list. Both a Facebook-only and a contact-list-only approach would miss some strong ties;
however, the Facebook-only approach would miss a notably larger number of strong ties (29% vs. 4%).

**Tie Strength and Phone/SMS Communication**

To establish an upper bound for the accuracy of inferring tie strength from phone and SMS communication, we divided the phonebook contacts into two groups by communication history (none vs. some). A reasonable baseline expectation would be that contacts with no communication history would have weak tie strength. Figure 2 shows that most contacts with at least one communication in the dataset tend to have higher levels of tie strength. Additionally, as the tie strength level increases, the percentage of contacts with some communication with the participant also increases ($\rho=0.35, p < 0.0001$). Still, several contacts with strong tie strength have no communication history in the dataset. Thus, attempts to classify tie strength using only call and SMS data could not correctly classify these contacts.

Having at least one communication in the call and SMS logs increases the likelihood of a contact having higher tie strength. However, this is not an absolute rule: there are counter-examples in both directions - strong ties without communication and weak tie contacts with it.

Next we explored the relationship between communication frequency and duration with respect to tie strength. Figure 3 shows six plots in a grid. The top row shows aggregate call duration ($y$-axis) against the total number of calls ($x$-axis) for each contact. The bottom row shows the total number of SMS messages ($y$-axis) against the total number of calls ($x$-axis) for each contact. Each column indicates the contact’s ground truth tie strength level. Both aggregate duration and frequency are represented as a percentage relative to the total call duration or number of calls per participant. We expected some close contacts to stand out with long call durations, and others to stand out with high frequency. For example, a person might call an old friend infrequently, but chat for a while each time. Conversely, one might regularly make short calls to a roommate to coordinate.

As expected, contacts with more frequent or longer duration communications were more often in the higher tie strength levels. Number of calls, duration of calls, and number of SMS are all positively correlated with tie strength ($p = 0.42, 0.43$, and $0.20, all p < 0.0001$). Surprisingly, many people in all tie strength levels had very little communication. Weak ties generally had few calls and short durations. For strong ties, the ranges increase for number and duration of calls, but a clump of few-and-short contacts persist.

**Summary**

In this section, we established a basic upper bound of accuracy for inferring tie strength with smartphone communication logs. The data shows that using Facebook as the only data source would miss 29% of strong ties, either because they are not Facebook friends, or because these contacts do not use Facebook at all. Next, there are some strong ties without any record of communication within the phone logs. Finally, while communication frequency and duration of calls can help indicate strong tie strength, low frequency and duration are not clear indications of weak tie strength.

These trends are consistent with tie strength theory: more communication on more channels indicates a strong tie. However, our dataset has a number of counterexamples, pointing to critical challenges for automatically inferring tie strength from communication behavior.

**CLASSIFYING TIE STRENGTH**

While the above findings already indicate significant issues for using call and SMS logs to indicate tie strength, we wanted to explore the possibility that a combination of more subtle features than frequency and duration might indicate tie strength. To explore this prospect, we developed several machine learning models to classify tie strength based on call and SMS log data.

**Features Used for Characterizing the Data**

We defined a total of 153 machine learning features: 17 from the contact list, 66 from call logs, 36 from SMS logs, and 34 from combined calls and SMS. These features are based on Min et al. [26], and more details on the specific features can be found in that paper. These features include:
- **Intensity and regularity:** The number of and duration of communications has been used to infer tie strength in past work [19,35]. We modeled this factor using features like total number and total duration of calls.

- **Temporal tendency:** In their friends-acquaintances work, Eagle and Pentland observed the temporal tendency in contacting people [11]. For example, calling particular contacts at different times of day and days of the week.

- **Channel selection and avoidance:** People favor a certain communication medium based on the person they are communicating with [25]. We modeled this using features like the ratio between SMS and phone calls.

- **Maintenance cost:** Roberts and Dunbar [35] find that people apply different amounts of effort in maintaining different kinds of relationships, based on the time to last contact. To model maintenance cost, we used the number of communications in the past two weeks (short-term view) and in the past three months (longer-term view).

### Inferring Tie Strength Using Communication Logs

Using all of the features described above, we tested how well a model could infer tie strength. The nature of tie strength poses a challenge for building this model. Tie strength could be treated as a numeric class value based on the answers to the tie strength questions. However, the difference between a rating of 1 and 2 is not necessarily equal to the difference between a rating of 2 and 3. Additionally, our early iterations treating this as a continuous value tended to push scores closer to the middle, with very few people classified as being weak ties. Therefore, we used the tie strength levels of very strong tie, medium strong tie, and weak tie as nominal class values in these models (explanation of these categories on page 4).

We evaluated our models using the Weka Toolkit’s [43] implementation of a support vector machine (SMO). We conducted a leave-one-participant-out cross-validation (each fold contained data from one participant). This prevents any anomalies within a particular participant’s data from causing a performance overestimate. We trained 9 models, varying two aspects of input data. First we varied what the model was classifying (First column of Table 1):

- **3-class:** classifies as strong, medium-strong, or weak
- **2-verystrong:** binary classifier that combines medium-strong and weak ties into one class
- **2-mediumstrong:** binary classifier that combines strong and medium-strong ties into one class

We also varied the input data for the classifier (Second column of Table 1):

- **all** includes all contacts on the 70-person list
- **contactlist** includes only contacts from the 70-person list who appear in the user’s phonebook (see Figure 2)
- **somecomm** includes only contacts from the 70-person list with at least one logged SMS or call (see Figure 3)

Classification results vary considerably (Table 1), ranging from 46.28% (κ=0.179), to 91.55% (κ=0.361). The Kappa statistic measures the agreement between predicted and observed categorizations, correcting for agreement that occurs by chance. Table 1 reveals clear trends. First, within each of the class conditions, classifiers perform best for **all**, second best for **contactlist** and worst for **somecomm**. Figures 2, 3, and 4 provide some insight into these results. Most of the contacts who are not in the contact list (thus excluded from **contactlist** models) or who have no communication history (thus excluded from the **somecomm** models) are not strong ties, and thus are easier to classify. As a result, the models that include them perform better.

The most successful class condition is 2-verystrong, followed by 2-mediumstrong. 3-class performs the worst. This is typical of multi-class models, which usually take a performance hit compared to binary classifiers.

The models incorrectly classified more strong ties as weak than were correctly classified as strong (in Table 1, the recall values for the strong tie class are the percentage of strong ties correctly classified). Also, about half of ties that were classified as strong were actually not strong (in Table 1, the precision values for strong ties is the percentage of contacts that were classified as strong ties who were actually strong ties). The plots from Figure 3 offer insight into these errors. These misclassifications emphasize the weakness of using call and SMS logs to infer tie strength, and thus the problem with using those logs as direct proxies for tie strength. This result is even more pronounced in recall values for the strong tie class of the 2-verystrong

<table>
<thead>
<tr>
<th>Class Condition</th>
<th>Dataset</th>
<th>Accuracy</th>
<th>Kappa</th>
<th>Precision</th>
<th>Recall</th>
<th>Precision</th>
<th>Recall</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-class</td>
<td>all</td>
<td>69.60%</td>
<td>0.279</td>
<td>0.503</td>
<td>0.399</td>
<td>0.399</td>
<td>0.209</td>
<td>0.759</td>
<td>0.907</td>
</tr>
<tr>
<td>3-class</td>
<td>contactlist</td>
<td>61.11%</td>
<td>0.251</td>
<td>0.491</td>
<td>0.423</td>
<td>0.414</td>
<td>0.242</td>
<td>0.677</td>
<td>0.845</td>
</tr>
<tr>
<td>3-class</td>
<td>somecomm</td>
<td>46.28%</td>
<td>0.179</td>
<td>0.449</td>
<td>0.473</td>
<td>0.440</td>
<td>0.425</td>
<td>0.496</td>
<td>0.498</td>
</tr>
<tr>
<td>2-verystrong</td>
<td>all</td>
<td>91.55%</td>
<td>0.361</td>
<td>0.537</td>
<td>0.323</td>
<td>0.399</td>
<td>0.209</td>
<td>0.759</td>
<td>0.907</td>
</tr>
<tr>
<td>2-verystrong</td>
<td>contactlist</td>
<td>88.64%</td>
<td>0.361</td>
<td>0.545</td>
<td>0.343</td>
<td>0.414</td>
<td>0.242</td>
<td>0.677</td>
<td>0.845</td>
</tr>
<tr>
<td>2-verystrong</td>
<td>somecomm</td>
<td>75.46%</td>
<td>0.297</td>
<td>0.480</td>
<td>0.432</td>
<td>0.440</td>
<td>0.425</td>
<td>0.496</td>
<td>0.498</td>
</tr>
<tr>
<td>2-mediumstrong</td>
<td>all</td>
<td>75.00%</td>
<td>0.367</td>
<td>0.693</td>
<td>0.420</td>
<td>0.764</td>
<td>0.920</td>
<td>0.680</td>
<td>0.843</td>
</tr>
<tr>
<td>2-mediumstrong</td>
<td>contactlist</td>
<td>68.06%</td>
<td>0.317</td>
<td>0.683</td>
<td>0.460</td>
<td>0.764</td>
<td>0.920</td>
<td>0.680</td>
<td>0.843</td>
</tr>
<tr>
<td>2-mediumstrong</td>
<td>somecomm</td>
<td>63.11%</td>
<td>0.192</td>
<td>0.707</td>
<td>0.724</td>
<td>0.488</td>
<td>0.467</td>
<td>0.488</td>
<td>0.467</td>
</tr>
</tbody>
</table>

Table 1: The results of 9 classifiers constructed using SMO. The prediction classes are tie-strength categories. For 2-verystrong, the middle and low tie strength classes are combined and for 2-mediumstrong the middle and high classes are combined.
models in Table 1. The 2-verystrong-all model, the model with the best performance, only detects 1/3 of strong ties.

ERROR ANALYSIS PARTICIPANT INTERVIEWS
Motivated by the particularly low recall of the strong tie class in these models, we conducted semi-structured interviews with 7 of our participants. For each participant, we selected 5 to 10 contacts they had labeled as strong ties that we misclassified as weak ties, (58 contacts total). An error analysis of the data led us to focus on strong ties that were classified as weak. In the error analysis, we referenced tie strength theory to consider communication expectations for medium and weak ties. It is not that we expect people to only communicate with strong ties, so the presence of some communication with weak ties is reasonable. However, if participants had more communication with more of their strong ties, the model would have been better able to distinguish between strong and weak ties. This led us to focus on strong ties with little or no communication, rather than weak ties with some communication.

Interviews took place over the phone, lasted about a half an hour, and were recorded to facilitate note taking. We asked participants open-ended questions about the nature of their relationship and communication with each selected contact:
• When and how did you meet this person?
• What led to this being a close relationship?
• Has anything changed between the time that you became close and now?
• Was there anything different about the channels that you used to communicate with this person or the frequency of communication that you used with this person between then and now?

Interview Results
We iteratively coded participants’ responses about each contact for themes to provide insight into the misclassifications. Several themes surfaced that help explain the discrepancy between communication frequency and tie strength. We present them in two categories: Communication Channel and Relationship Evolution.

Communication Channel
We used to talk on the phone more when we first became close (7 of 58 contacts). In these cases, participants indicated that they spoke on the phone more frequently before, but that they speak on the phone less frequently now, mostly just to catch up. In some cases, this seemed to be a result of a change in life stage (either for the user or for their contact) and/or a change in their geographic location, replicating findings from prior work [36]. For example, one participant complained that he used to keep up with a friend much more regularly before that friend got married, and now they hardly speak at all. Change in life stage and change in geography are discussed more in the Relationship Evolution section below.

Other contacts in this category appear to be in relationships in decline, yet the feeling of closeness lingers. One participant spoke about reaching out to a friend multiple times without reciprocity: “I’d like to be friends, but it doesn’t work unless we both put in the effort.”

In-person communication (11 of 58 contacts). Participants also identified people whom they mostly interacted with in person. A contact’s close proximity to the home seems to play an important role. One participant described talking to her neighbor opportunistically, when they see each other. Another detailed how she spoke with her 11-year-old son regularly, just not over the phone. Three participants described friends from classes and their dorm with whom they spoke when they saw each other.

Extended family often fell into this category. Many participants reported primarily speaking with parents, siblings, and other family members in person. In one case, a participant reported going to her parents’ house a couple times per month, but mostly not calling her dad on the phone. In these cases, lack of communication logs did not mean lack of effort in maintaining the relationships. In discussing these contacts, some participants specifically mentioned making an effort to travel once a year to see each other, or making a special effort to get together when they do happen to be in the same place.

Other communication channels (25 of 58 contacts). For some strong ties, participants noted that they communicate regularly, but not via phone calls or SMS. For several participants, communication with a contact happened almost exclusively using Facebook. Other participants used instant messenger, email, Skype, or SMS replacements such as WhatsApp to stay in touch with close contacts.

Relationship Evolution
Different location or different life stage (27 of 58 contacts). When asked what was different about their relationship between when they became close and now, many participants responded immediately that either they or their contact had moved. As in the literature [36], participants said that with the change in geography, the communication frequency had changed, but not the perception of closeness. The move was often triggered by a change in life stage (e.g., going to college, graduating, getting a new job). However, even without moves, a significant life stage change could trigger a communication change on its own (e.g. getting married or having a child).

Family is close regardless of communication (17 of 58 contacts). Many misclassified participants were family members. Several participants described specific familial relationships from the perspective of obligation, which hinted at a greater underlying complexity. For example, one participant said that she refused to take her grandmother’s phone calls, stating that she calls too frequently and repeats herself. Yet, the participant still reported feeling very close to her grandmother. Another participant, the mother of an 11 year old, said “of course I am close to him,” but that it is not necessary for them to talk on the phone. Another
participant said her uncle was “definitely close, but he’s different from the other close people. He’s that really strict uncle that wants to tell me how to live my life, so I don’t talk to him too much, maybe every couple months.”

**Interview Summary**

These interviews highlight the limited effectiveness of the tie strength models. A major issue is the temporality of a relationship. In particular the circumstances under which two people became close are not necessarily the same as the current circumstances of the relationship, even if the two people remain close. The communication logs only capture relatively recent behavior. Therefore, they do not contain the data that indicates a strong long-term relationship. The other main component is that there remains a large amount of interpersonal interaction that happens outside of phone calls and text messages, including communication in other media, as well as face-to-face communication. Call and SMS-based models do not account for this.

**DISCUSSION**

Our work investigates the growing practice of using communication frequency and duration as a proxy for social tie strength. While the social psychology theory identifies that frequency and long durations across all communication channels indicate strong ties, our community has used behavior across a few communication channels and over relatively short time windows as a tie strength proxy. We wanted to know if the call and SMS logs stored on a smartphone held enough information to infer tie strength.

**Communication Is an Indicator of Tie Strength, But…**

Our results support the tie strength theory literature, showing a strong relationship between tie strength and communication patterns [14,35]. Higher levels of communication frequency, call duration, and, in particular, communication initiated by the phone’s owner are all indicators of a strong tie. However, we found that when operationalizing this theory with call and SMS logs, the signal is very noisy. Low levels of communication do not accurately identify weak ties: our participants had many strong ties who they rarely called or SMSed. Our interviews probing strong ties with little communication revealed several explanations for this pattern that we believe pose fundamental challenges for inferring tie strength.

First, a person’s communication via phone and SMS does not capture all of their communications. Interactions happen through many other channels (e.g., Skype, instant messenger, landline phones), in some cases replacing communication via phone or SMS. Second, face-to-face communication remains a primary form of communication for some very close contacts, but capturing this kind of communication today is difficult. Third, strong ties may form in an earlier life stage and persist across stages even as communication frequency diminishes. Even if we could capture data across multiple channels and do so for longer periods of time, it is not clear that this would be sufficient to improve the models of tie strength.

A breadth of recent and highly-cited research has assumed that call and SMS behavior is a good proxy for tie strength [7,27,31,37]. These contributions do not attempt to identify all strong ties exhaustively. Rather, they only identify strong ties who use a specific communication channel. Our contactlist and somecomm datasets best match this task. The models for these datasets produce similar errors; they also indicate that communication frequency and duration are an incomplete signal for determining tie strength. While theory supports the relationship between communication frequency and duration and tie strength [19], these communications should not be operationalized only through the call and SMS logs stored on a person’s phone.

**Alternatives for Identifying Tie Strength**

Researchers looking for a way to separate strong ties and weak ties need to consider alternatives to using short term communication logs from one or two channels, such as those available of today’s smartphones.

One alternative is to collect data from more communication channels. This approach has several challenges. First, beyond a couple of obvious additional sources (i.e. email, Facebook), researchers are likely to face diminishing returns when adding additional data sources. For example, some people use Skype, while others use Google Hangouts. Similarly, there are many text message replacement apps (e.g., WhatsApp, GroupMe, Kik). The number of communication channels continues to grow, people have different preferences for which channels they use and for what purposes, and people switch between services based on fads, or on what services friends are using. Second, many of these services offer no API for accessing this data. Third, correctly linking contact identities across multiple communication sources is non-trivial and error-prone.

Another way of augmenting this process while still using communication data to separate strong and weak ties is to use a lot more data; data that extends back to when close relationships first began, which could be on the order of years or even decades. Since this data does not currently exist, the only way to evaluate this is to start collecting the data now and see if it helps several years from now. Current data collection and retention practices are not helping to solve this challenge for researchers. For example, Android devices by default only store the last 500 calls and 200 SMS messages. Furthermore, there are no standard APIs to access one’s data, and no unified structures for storing user data and maintaining history as users change devices and services. If this kind of work is ever going to be possible, these practices will have to change.

Investigating message content might also help to improve the separation of strong and weak ties. It is possible that in cases where there is some communication, the content of the communication with strong ties is different from weak ties in a systematic way. A drawback to this approach, and the reason that we did not explore this avenue, is that many
people are uncomfortable with the privacy implications of granting content level access to calls and SMS.

Another approach is to try and differentiate relationship maintenance communications with strong ties (which can be less frequent but very important to maintaining the strong tie) from other communication. There are many possible opportunities. One example might be to see whom a person calls or visits when traveling (factoring in time of day to differentiate between a likely work contact versus a social contact). Another example might be to use age or the inferred life stage of individuals and incorporate that into tie strength models. For instance, college students, 40-year-old parents, and senior citizens likely have different kinds of people in their strong ties. This idea would require much deeper investigation into how people’s friendships change over time and how life stage affects these relationships.

The most reliable (and the most obvious) option for distinguishing strong and weak ties is to include users in the process through interviews [36], or a survey as we did. Some research has also looked at computer supported tools for collecting this kind of data [33]. The primary challenge here is that, even in the case that labeling is efficient, this approach still requires the time and effort of the user.

The primary drawback to all of these approaches is that in general, researchers who use communication frequency as a tie strength proxy do so because it is easily available. Many of the datasets that are being analyzed were collected and anonymized for a different purpose, often by a third party such as a telecommunications company. These researchers do not have the possibility of collecting more data, or have any access at all to the actual participant. Furthermore, many of these datasets contain the data of far too many users for a non-automated approach to be possible.

**Using Communication Frequency as Tie Strength**

We expect researchers to continue to use communication frequency as a tie strength proxy because it is now available due to the increasing use of smartphones. Here, we offer some implications for those that make this choice.

Researchers should carefully consider how the imperfect proxy of communication frequency as tie strength limits the strength of their claims. Does the fact that a strong tie might have some in-channel communication (which means that they would be included in an experiment), but has less communication than some weak ties hurt the strength of a claim being made on that data? It will depend on the claims being made, and to what extent those claims rely on a clear separation between strong and weak ties.

One solution for researchers in these situations is to modify the claims in their papers so that instead of relating their claims to tie strength, they relate the claims directly to communication frequency. For example, the existing work [7,27,31,37] that equates tie strength and communication frequency are valuable contributions. The issue with these works is that explaining their findings in the context of “tie strength”, while convenient, gives the false impression that the work is based on a reliable measure of tie strength. This can negatively impact the reader’s ability to correctly interpret their findings. If tie strength is important to an argument, researchers should also explain how they believe tie strength and communication frequency are related to each other within their dataset, and should explicitly identify that communication frequency is a limited proxy.

In this initial work, we have not yet explored the possibility of systematic per-user differences based on demographics, behavioral characteristics, or life stage, that affect our ability to separate strong ties from weak ties. If any such effects exist, they may well have an impact on the claims that can be drawn from using communication frequency to classify tie strength. Similarly, it is conceivable that there are other dimensions of interpersonal relationships that communication frequency is capable of detecting. Perhaps through this process, we can further our definition and understanding of the nuances of tie strength as a concept.

**CONCLUSION**

Having a computational model of tie strength could be useful for a number of domains. Past work has used call log data as a proxy for tie strength. However, our analysis of 36 participants’ data suggests that this operationalization of tie strength is incomplete, missing more strong ties than it correctly identifies. Interviews with our participants revealed several explanations for low frequency, short duration communication with close contacts – these explanations indicate fundamental limitations when using communication logs to infer close relationships.
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