
this determines the entire table. This is because she knows to choose 4 cups in each category, and
thus each row and each column must sum to 4. The table for the general outcome looks like this:

Lady’s Answer
Milk First Tea First

Truth
Milk First k 4 - k

Tea First 4 - k k

First, notice that correct answers are on the diagonal. So, a value of k means that the lady actually
has 2k answers correct. Here the counting problem to compute the probability of a general outcome
is more difficult, but it follows what is called a hypergeometric distribution. (We won’t cover
this distribution in detail, but see the Wikipedia article if you want to learn more about it.) The
probability becomes:

p(k) =

�
4
k

��
4

4�k

�
�
8
4

� =
1

70

✓
4

k

◆2

.

Now, this is the probability of the lady getting exactly 2k answers correct. What we originally
wanted to ask is “what is the probability of her getting this outcome or better?” To get this, we
need to sum over all values k or greater (up to the max of 4). Letting X be the total number of
correct answers, this is:

P (“2k correct or better”) = P (X � 2k) =
4X

i=k

p(i).

Here are the probabilities of the 5 possible outcomes for the experiment:

p(0) =
1

70
, p(1) =

16

70
, p(2) =

36

70
, p(3) =

16

70
, p(4) =

1

70
.

Notice the symmetric in the probabilities. It is just as hard to get all wrong as it is to get all correct!
Finally, the probabilities for getting 2k correct answers or better are

P (X � 0) = 1, P (X � 2) =
69

70
, P (X � 4) =

53

70
, P (X � 6) =

17

70
, P (X � 8) =

1

70
.

By the way, according to the legend, the lady got all 8 cups correct!

Summary of General Hypothesis Test Procedure:

1. Define the null hypothesis, which is the uninteresting or default explanation.

2. Assume that the null hypothesis is true, and determine the probability rules for the
possible outcomes of the experiment.

3. After collecting data, compute the probability of the final outcome or even more
extreme outcomes.
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Paired Samples – Hypothesis Testing





0 1 2 3 4-4 -3 -2 -1

t� = qt(1-�, df=20)

P (T  t�) = 1 � �

T ⇠ t-dist(df = 20)

T = X̄n�µ
Sn/

�
n

random variable about “data”

t

realization of data

critical value at �

p = 1 - pt(t, df = 20)
Pr(T  t) = 1 � p

p-value

df = 20 = n � 1
dt(x,df=20)

x

H0: Xi ⇠ N(µ, �), � unknown
H1: Xi ⇠ N(µ�, �), µ� > µ

5












