
Expectation and Variance



Expectation (mean, first momentum)

If we want to summarize a random variable by a number, what value do 
we expect it to be?



Expectation (mean)

Physical interpretation: 

the center of gravity of weights 𝑝(𝑎𝑖) placed at the points 𝑎𝑖

discrete continuous 

𝐸 𝑋 = σ𝑖 𝑎𝑖𝑃(𝑋 = 𝑎𝑖) 𝐸 𝑋 = ׬
−∞

∞
𝑥𝑓 𝑥 𝑑𝑥



Ex) Let X be the discrete RV that takes values 1,24,8,16 each with 
probability 1/5. what is E[X]?



Expectation – Uniform distribution

• 𝑃 𝑋 = 𝑥 =
1

𝑏−𝑎
𝑥 𝑖𝑛 [𝑎, 𝑏]

• 𝐸 𝑋 =
𝑎+𝑏

2



Ex) Compute the expectation of a random variable U that is uniformly 
distributed over [2,5]



Expectation - Bernoulli Distribution

• 𝑃 𝑋 = 𝑥 = 𝑝𝑥(1 − 𝑝)1−𝑥 𝑥 𝑖𝑛 {0,1}

• 𝐸 𝑋 = 𝑝



Expectation - Geometric Distribution

• 𝑃 𝑋 = 𝑥 = 𝑝(1 − 𝑝)𝑥−1

• 𝐸 𝑋 = σ𝑘=1
∞ 𝑘𝑝(1 − 𝑝)𝑘−1 =

1

𝑝



Expectation - Exponential Distribution

• 𝑃 𝑋 = 𝑥 = 𝜆𝑒−𝜆𝑥

• 𝐸 𝑋 = ׬
0

∞
𝑥𝜆𝑒−𝜆𝑥𝑑𝑥 =

1

𝜆



Expectation – change of variable

𝐸 𝑔 𝑋 = ෍

𝑖

𝑔 𝑎𝑖 𝑃(𝑋 = 𝑎𝑖)

𝐸 𝑔 𝑋 = න𝑔 𝑥 𝑓 𝑥 𝑑𝑥



Ex) if 𝑋~𝐵𝑒𝑟(𝑝), compute 𝐸[2𝑋]



Expectation – Linearity 

𝐸 𝑎𝑋 + 𝑏𝑌 = 𝑎𝐸 𝑋 + 𝑏𝐸[𝑌]



Ex) if we roll 10 dice and sum them up, what is the expected value of 
the results?



Expectation – Binomial distribution

• 𝑃 𝑋 = 𝑥 = 𝑛
𝑥
𝑝𝑥(1 − 𝑝)𝑛−𝑥

• 𝐸 𝑋 = 𝑛𝑝



Variance

The spread of a random variable

𝑉𝑎𝑟 𝑋 = 𝐸 𝑋 − 𝐸 𝑋 2 = 𝐸 𝑋2 − 𝐸 𝑋 2

𝑉𝑎𝑟 ≥ 0
𝐸 𝑋2 ≥ 𝐸 𝑋 2

𝐸 𝑋2 second momentum

𝑠𝑡𝑑 𝑋 = 𝑉𝑎𝑟(𝑋)
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