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1. Introduction

Prototyping is an important activity in engineering. Prototype development is a good test for checking the viability of a proposed system. Prototypes can also help in determining system parameters, ranges, or in designing better systems. The interaction between several modules (e.g., S/W, VLSI, CAD, CAM, Robotics, and Control) illustrates an interdisciplinary prototyping environment that includes radically different types of information, combined in a coordinated way.

Our particular focus is in designing and building a robot manipulator. Many tasks are required, starting with specifying the performance requirements, determining the robot configuration and parameters that are most suitable for the required tasks, ordering the parts and assembling the robot, developing the necessary software and hardware components (controller, simulator, monitor), and finally, testing the robot and measuring its performance.

Our goal is to build a framework for optimal and flexible design of robot manipulators with software and hardware systems and modules which are independent
of the design parameters and which can be used for different configurations and varying parameters. This environment is composed of several subsystems. Some of these subsystems are:

- Design.
- Simulation.
- Control.
- Monitoring.
- Hardware selection.
- CAD/CAM modeling.
- Part Ordering.
- Physical assembly and testing.

Each subsystem has its own structure, data representation, and reasoning strategy. On the other hand, much of the information is shared among these subsystems. To maintain the consistency of the whole system, an interface layer is proposed to facilitate the communication between these subsystems, and set the protocols that enable the interaction between the subsystems to take place. Figure 1 shows a schematic view of the prototyping environment with its subsystems and the interface.

This environment incorporates a unique constraint compilation and management scheme to ensure consistency of design changes across subsystems, and constitutes a major contribution of this paper.

A prototype 3-link robot manipulator was built to help determine the required sub-systems and interfaces to build the prototyping environment, and to provide hands-on experience for the real problems and difficulties that we would like to address and solve using this environment.

2. Background and Review

To integrate the work among different teams and sites working in such a large project, there must be some kind of synchronization to facilitate the communication and cooperation between them. A concurrent engineering infrastructure that encompasses multiple sites and subsystems, called Palo Alto Collaborative Testbed (PACT), was proposed in [5]. The issues discussed in that work were:

- Cooperative development of interfaces, protocols, and architecture.
Sharing of knowledge among heterogeneous systems.

- Computer-aided support for negotiation and decision-making.

An execution environment for heterogeneous systems called "InterBase" was proposed in [3]. It integrates preexisting systems over a distributed, autonomous, and heterogeneous environment via a tool-based interface. In this environment each system is associated with a Remote System Interface (RSI) that enables the transition from the local heterogeneity of each system to a uniform system-level interface. Our proposed system differs from this in that it incorporates a set of robotic design parameters and a set of constraints on these parameters. This provides a domain-specific knowledge that does not exist in the InterBase system.

Object orientation and its applications to integrate heterogeneous, autonomous, and distributed systems are discussed in [22]. The argument in this work is that object-oriented distributed computing is a natural step forward from the client-server systems of today. An automated, flexible and intelligent manufacturing based on object-oriented design and analysis techniques is discussed in [19], and a system for design, process planning and inspection is presented. We have used the same concept of object-oriented distributed design, but we have improved on this in UPE by adding the domain-specific constraints compiler as an essential component of the system which provides a convenient mean for providing and modifying the required design constraints.
Several important themes in concurrent software engineering are examined in [9]. Some of these themes are:

**Tools**: Specific tools that support concurrent software engineering.

**Concepts**: Tool-independent concepts are required to support concurrent software engineering.

**Life cycle**: Increase the concurrency of the various phases in the software life cycle.

**Integration**: Combining concepts and tools to form an integrated software engineering task.

**Sharing**: Defining multiple levels of sharing is necessary.

A management system for the generation and control of documentation flow throughout a whole manufacturing process is presented in [10]. The method of quality assurance is used to develop this system that covers cooperative work between different departments for documentation manipulation.

A computer-based architecture program called *the Distributed and Integrated Environment for Computer-Aided Engineering* (Dice), which addresses the coordination and communication problems in engineering, was developed at the MIT Intelligent Engineering Systems Laboratory [25]. The Dice project addresses several research issues such as, frameworks, representation, organization, design methods, visualization techniques, interfaces, and communication protocols. This is very similar to our project except for fact that UPE introduces a closer tie between the design parameters and the design constraints. The design constraints in our system are generated based on the required tasks and the desired behavior of the robot. These constraints are supplied either by a human expert, or by an expert system for optimal selection of robot parameters such as *TOCARD* [26]. Such systems can be integrated into the environment to support this task. Another difference is that in UPE there are two type of constraints; global constraints maintained by the central interface, and specific constraints maintained by each individual subsystem. This approach allows replacing any of the subsystems without modifying the global design constraints.

Some important topics in software engineering, such as the lifetime of a software system, analysis and design, module interfaces and implementation, and system testing and verification, can be found in [17]. Also, a report about integrated tools for product, and process design can be found in [27].

In the environment we are proposing for the design and prototyping of robot systems involving sensing and actuation, several subsystems communicate through a *central interface layer* (CI), and each subsystem has a *subsystem interface* (SSI) responsible for data transformation between the subsystem and the CI. The flexibility of this design arises from the following points:
– Adding new subsystem can be achieved by writing an SSI for the new subsystem, adding it to the list of the subsystems in the CI. There are no changes required to the other SSIs.

– Removing a subsystem only requires removing its name from the subsystems list in the CI.

– Any changes in one of the subsystems require changing the corresponding SSI to maintain correct data transformation to and from this subsystem.

3. Building a Three-link Robot

To explore the basis of building a flexible environment for robot manipulators, a three-link robot manipulator, "URK" (Utah Robot Kit), was designed. This enabled us determine the required subsystems and interfaces for such an environment. This prototype robot will be used as an educational tool in control and robotics classes.

This robot prototype can be easily connected to any workstation or PC through the standard serial port with an RS232 cable. Also, a controller for this robot was developed with an interface that enables the study of the manipulator's behavior for different design parameters and configurations. The manipulator was designed in such a way that enables the change of any of its sensors or actuators with minimal effort.

Figure 2 shows the physical three-link robot, and Figure 3 shows an overall view of the different interfaces and platforms that can control the robot. More details about this design can be found in [7, 24].

4. The Prototyping Environment

The proposed environment consists of several subsystems each of which carry out certain tasks to build the prototype robot. These subsystems share many parameters and information. To maintain the integrity and consistency of the whole system, a central interface (CI) is proposed with the required rules and protocols for passing information. This interface is the layer between the robot prototype and the subsystems, and it also serves as a communication channel between the different subsystems.

The difficulty of building such an interface arises from the fact that it deals with different systems, each with its own architecture, knowledge base, and reasoning mechanisms. In order to make these systems cooperate to maintain the consistency of the whole system, we have to understand the nature of the reasoning strategy for each subsystem, and the best way of transforming the information to and from each of them.
In this environment the human role should be specified and a decision should be taken about which systems can be fully automated and which should be interactive with the user.

4.1. Overall Design

The Utah Prototyping Environment (UPE) consists of a central interface (CI) and subsystem interfaces (SSI). The tasks of the central interface are to:
- Maintain a global database of all the information needed for the design process.

- Communicate with the subsystems to update any changes in the system. This requires the central interface to know which subsystems need to know these changes and send messages to these subsystems informing them of the required changes.

- Receive messages and reports from the subsystems when any changes are required, or when any action has been taken (e.g., update complete).

- Transfer data between the subsystems upon request.

- Check constraints and apply some of the update rules.

- Maintain a design history containing the changes and actions that have been taken during each design process with date and time stamps.

- Deliver reports to the user with the current status and any changes in the system.

The subsystem interfaces are the interface layers between the CI and the subsystems. This makes the design more flexible and enables us to change any of the subsystems without much change in the CI — only the corresponding SSI need to be changed. The role of an SSI is:

- Report any changes to the CI.

- Receive messages from the CI with required updates.

- Perform the necessary updates in the actual files of the subsystem.

- Send acknowledgments or error messages to the CI.

The assumption is that there is a user at each subsystem (by a user here we mean one or more skilled persons who understand this subsystem), and there is a user operating the central interface as a general director and coordinator for the design process. In other words, the CI is to assist in the coordination of the job and to help communicate with all subsystems. Figure 4 shows an overall view of the suggested design.

In the first phase of implementing UPE, the users have more work to do. The CI and SSIs maintain the information routing between the subsystems by sending messages to the corresponding user at each subsystem, then the action itself (e.g., update a file) is accomplished by the user. Later on, the system will be automated to perform most of these actions itself and the user will simply be informed of the actions taken.
4.2. COMMUNICATION PROTOCOLS

The main purpose of this environment is keep all the subsystems informed of any changes in the design parameters. Therefore, passing information between the subsystems is the most important part of this environment. To be able to control the information flow, some protocols were developed to enable the communication between these subsystems in an organized manner. In our design, all subsystems communicate through the CI which is responsible for passing the information to the subsystems that need to know.

There are two types of events that can occur in this system:

1. Change reported from one of the subsystems.
2. Request for data from one subsystem to another.

Figure 5 shows the protocol used for the first event represented by a finite state machine (FSM). The states of this FSM are:

2. Change has been reported: send lock message to all subsystems. Apply relations and check constraints. If constraints are satisfied, go to state 3. If constraints are not satisfied, report these to sender and go to steady state.
3. Constraints are satisfied: Notify the subsystems with the changes and wait for acknowledgments.

4. Acknowledgments received from all subsystems: Send the final acknowledgment to the subsystems and go to steady state.

5. Acknowledgments not Ok: Send a "change-back" command to the subsystems and go to steady state.

Figure 6 shows the protocol for the second event. The states in this FSM are:

2. Request for S2 received from S1. Send the request to S2.
3. Required data found at S2. Send data to S1 and go to steady state.
4. Required data not found at S2. Send report to S1 and go to steady state.

The suggested protocol can be described in algorithmic notation as follows:

```plaintext
do while true
  if change reported then
    lock messages
    apply relations
    check constraints
```
Fig. 6. Finite state machine representation for the data request protocol.

if constraint satisfied then
    report changes to subsystems
    wait for subsystems acknowledgment
    if all acknowledgments ok
        update database
        report the new status
    else
        send a change-back message to subsystems
        report failure to sender
else
    report nonsatisfied constraints to sender
    send final acknowledgment to subsystems
else if data-request reported then
    send request to the appropriate subsystem
    if data received then
        send data to sender
    else
        send negative acknowledgment to sender.

Figure 7 shows a possible scenario when applying this protocol. In this algorithm we assume that all system constraints are located in the CI; however, any subsystem may reject the proposed values by other subsystems due to some unmodeled constraints. This can happen either because there are some “new” constraints that are not reported to the CI, or because some constraints are too hard to be easily represented in the constraint format in the CI.
Fig. 7. Possible scenario for the communication between the subsystems.
4.3. Design Cycles and Infinite Loops

One problem that arises in UPE is that in some cases infinite design loops might occur due to some conflict between the constraints in different subsystems. For example, assume that the design system changed the link length to some value, say from 3.0 to 2.0 inches, to satisfy some performance requirements. This would alter the link mass as well, say from 1.5 to 1.0 lbs. According to the mass change the gear ratio has to change or the motor should be replaced, but if there is a constraint on the sprocket radius such that it can be increased, and there is no other motor with lower rpm, then the mass should be changed again to be 1.5 lbs, which requires the length to be 3.0 inches again. If we let the system continue, the design system will change the link length again and the loop will continue.

There are several solutions to this problem. One way is to make the user part of this loop so that some of the performance requirements can be changed, or a solution can be selected even if it does not meet some required criteria. This requires the user to be a skilled person who has the knowledge and experience in the design process, and also to have the authority to change and select solutions irrespective of the original requirements. Another solution is to put some limitations on the subsystem regarding its ability to change some of the design parameters. These limitations should guarantee infinite loop prevention in the system. A third solution is to put all the constraints in the CI. This allows the CI to check the solution and detect any violation to any of the constraints; then it may ask the user to decide on another solution or to change some of the performance requirements and run the design subsystem again. The last solution has the user in the loop as well, but incorporating all the constraints in the CI reduces the interprocess communication and speeds up the checking process. This last solution was chosen in our design.

4.4. Prototyping Environment Database

A database for the system components and the design parameters is necessary to enable the CI to check the constraints, to apply the update rules, to identify the subsystems that should be informed when any change happens in the system, and to maintain a design history and supply the required reports.

This database contains the following:

- Robot configuration.
- Design parameters.
- Available platforms.
- Design constraints.
- Subsystems information.
- Update rules.
General information about the system.

Now the problem is to maintain this database. One solution is to use a database management system (DBMS) and integrate it in the prototyping environment. This requires writing an interface to transform the data from and to this DBMS, and this interface might be quite complicated. The other solution is to write our own DBMS. This sounds difficult, but we can make it very simple since the amount of data we have is limited and does not need sophisticated mechanisms to handle it. A relational database model is used in our design, and a user interface has been implemented to maintain this database. For the current design, by making a one-to-one correspondence between the classes and the files, reading and writing a file can be accomplished by adding member functions to each class. In this case there is no need for a special DBMS and all operations can be performed by simple functions.

4.5. Design Parameters

The design parameters are the most important data items in this environment. The main purpose of this system is to keep track of these parameters and notify the subsystems of any changes that occur to any of these parameters. For the system to perform this task, it needs to know the following data:

Figure 8 shows a list of the design parameters along with the subsystem that can change them and the subsystems that should be notified by a change in any of these parameters. Notice that some of these parameters are changed by the CI, and this change is accomplished using the update rules. In this figure note that one of the design parameters can be removed from this figure, which is "display rate." The removal of this parameter is valid because only one subsystem needs to know about this parameter and it is the same subsystem that can change it. However, we will keep it for possible future extensions or additions of other subsystems that might be interested in this parameter.

- A complete list of the design parameters.
- Which subsystems should be notified if a certain parameter is changed.

The optimal design subsystem is responsible for selecting most of the design parameters shown in Figure 8. The role of this subsystem is to assist robot designers in determining the optimal configuration and parameters given some task specifications and some of the parameters.

Designing an optimal manipulator is not yet well defined, and it depends on the definition and criterion of optimality. There are several techniques and methodologies to formalize this optimization problem by creating some objective functions that satisfy certain criteria, and solving these functions with the existence of some constraints. Some of the criteria that can be used to form objective functions are:
<table>
<thead>
<tr>
<th>Design Parameter</th>
<th>CI</th>
<th>Design</th>
<th>Control</th>
<th>Simulation</th>
<th>Monitor</th>
<th>HW-Select</th>
<th>CAD/CAM</th>
<th>Ordering</th>
<th>Assembly</th>
</tr>
</thead>
<tbody>
<tr>
<td>robot model</td>
<td>◯</td>
<td>●</td>
<td>◯</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>link length</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>link mass</td>
<td>●</td>
<td>◯</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>link density</td>
<td>◯</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>link cross area</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>joint friction</td>
<td>◯</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>joint gear-ratio</td>
<td>●</td>
<td>◯</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>update rate</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>comm. rate</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>motor rpm</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>motor range</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>sensor range</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>PID parameters</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>display rate</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>plateform</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

- ○ To be notified
- ● Make change

Fig. 8. Subsystem notification table according to parameter changes.

- Manipulability.
- Total motor power consumption.
- Arm weight.
- Total weight of robot.
- Cost.
- Workspace.
- Joint displacement limit.
- Maximum joint velocity and acceleration.
- Deflection.
- Natural frequency.
- Position accuracy.

To form the objective functions, we need to find quantitative measures for the manipulator specification and the performance requirements. In some cases, a closed form expression is not available. In such cases, the simulation programs can be used to determine the required quantitative measure. For example, the maximum velocity is a function of most of the parameters (link lengths, masses, friction, motor parameters), but it is not easy to get a closed form expression for the velocity as a function of all of these parameters; therefore, the simulation program can be used to measure the maximum velocity for different values of these parameters.

In addition to these quantitative measures, there are some rules and assumptions that can be used to solve for some of the parameters, and to give guidance during the design cycle. Some of the assumptions we made to simplify the problem are:

- The robot type and the degrees of freedom are given.
- Only revolute and prismatic joints are considered.
- The links are uniform with rectangular or cylindrical cross section.
- There is a finite set of materials used to build the robot with known densities.
- There is a finite number of actuators and sensors with known specifications that can be used in the design.

Some of the rules that can serve as additional constraints are:

- Select the solution with equal link lengths or masses because this will simplify the manufacturing process (i.e., minimize the cost).
- Choose the feedback controls $k_p, k_v$ that give critically damped behavior ($k_v = 2\sqrt{k_p}$).
- Consider a minimum length for each link to satisfy some assembly and manufacturing constraints, such as actuator and sensors sizes.
Considerable research efforts has been done in this area. For example, The sue of kinematic criterion for the design evaluation of manipulators was investigated in [4, 20, 21, 16]. Another criterion is to achieve optimal dynamic performance; that is to select the link lengths and actuator sizes for minimum time motions along specified trajectory [18, 23].

TOCARD (Total Computer-Aided Design System of Robot Manipulators) is a system designed by Takano, Masaki, and Sasaki [26] to design both fundamental structure (degrees of freedom, arm length, etc.), and inner structure (arm size, motor allocation, motor power, etc).

Any of these techniques and systems can be incorporated in UPE by writing an SSI for that system and adding it as a new subsystem.

4.6. DATABASE DESIGN

A simple architecture for the database design is to make a one to one correspondence between classes and files; i.e., each file represents a class in the object analysis. For example, the robot file represents the robot class and each of the robot subclasses has a corresponding file. This design facilitates data transfer between the files and the system (the memory). On the other hand, this strong coupling between the database design and the system classes violates the database design rule of trying to make the design independent of the application; however, if the object analysis is done independently of the application intended, then this coupling is not a problem.

Now, we need to determine the format to be used to represent the database contents and the relations between the files in this database. Figure 9 shows the suggested data files that constitute the database for the system, and the data items in each file. The figure also shows the relations between the files. The single arrow arcs represent a one-to-one relation, and the double arrow arcs represent a one-to-many relation.

4.7. CONSTRAINTS AND UPDATE RULES COMPILER

A compiler is provided to generate C++ code for the constraints and the update rules. First, the syntax of the language that is used to describe the constraints and the update rules is described. Second, the generated code is determined.

Using a compiler instead of generic on-line evaluator for the constraints and the update rules has the following advantages:

- All constraints are saved in one text file (likewise the update rules). This makes the data entry very easy. We can add, update, and delete any constraint or update rule using any text editor.

- Complicated data structures are not required for evaluation.

- The database is very simple, which facilitates maintaining the design history.
Fig. 9. Database design for the system.
– Format changes, or changes in the generated code require only changes to the compiler, and no changes in the system are required.

On the other hand, it has the following disadvantages:

– The generated code has to be included in the system and the whole system must be recompiled.
– A compiler needs to be implemented.

Notice that the changes in the constraints or the update rules are not frequent, so recompiling the system is not a big problem. Also, the syntax used is very simple; therefore the compiler for this language is not difficult to implement.

4.8. Language Syntax

By analyzing the design constraints and the update rules, we constructed a simple description of the language to be input to the compiler. There are two options in this design, either to have one compiler for both the constraints and the rules, or to build two compilers, one for each. From the analysis of the constraints and the rules we found that there are many similarities between them; thus building one compiler for both is the logical option in this case.

The following is the language definition in Backus Naur Form (BNF):

```
<program> :: <constraint-prog> | <rule-prog>
<constraint-prog> :: begin-constraints
<constraint-sequence>
end-constraints
<rule-prog> :: begin-rules
<rule-sequence>
end-rules
<constraint-sequence> :: <constraint> ; <constraint-sequence> |
<constraint> ;
<rule-sequence> :: <rule> ; <rule-sequence> | <rule> ;
<constraint> :: <exp> <comparison-op> <exp>
<rule> :: <variable> = <exp>
<exp> :: <exp> * <term> | <exp> / <term> | <term>
<term> :: <term> + <factor> | <term> - <factor> | <factor>
<factor> :: <variable> | <constant> | (exp)
<variable> :: <alphabet> <alphanumeric> | <alphabet>
<constant> :: <int>.<int> - <int> <int> | - <int>
<int> :: <digit> <int> | <digit>
<alphanumeric> :: <alphabet> <alphanumeric> | <digit> <alphanumeric> |
<alphabet> | <digit>
<alphabet> :: a..z | A..Z | _
```
<digit> :: 0..9
<comparison-op> :: = | < | > | <= | >= | <>

The following is an example of some constraints described using this syntax:

begin-constraints
  link1_length > 1.2 ;
  link2_length > 1.5 ;
  link3_length > 0.8 ;
  link2_length + link3_length < MAX_TOT_LEN ;
  link1_mass < 1.4 ;
  link2_mass + link3_mass < 4.0 ;
  joint1_gear_ratio < 5.0 ;
end-constraints

Another example shows some update rules using the same syntax:

begin-rules
  link1_mass = link1_length * link1_density * link1_cross_area ;
  link2_mass = link2_length * link2_density * link2_cross_area ;
  link3_mass = link3_length * link3_density * link3_cross_area ;
  joint1_gear_ratio = motor1_speed / link1_max_speed ;
end-rules

From these examples it is clear that adding arrays to this language can reduce the length of the programs, but given the fact that these constraints and rules will be entered once at installation time, then adding or changing these rules and constraints will not be so frequent; thus, we will not complicate the compiler, at least in the first design phase. Some error detection and recovery modules for syntax error handling can be added to this compiler later.

4.9. The Generated Code

As mentioned before, this compiler generates C++ code which is integrated with the CI system to check the constraint or apply the update rule. Each variable in the input to the compiler corresponds to one design parameter. For example, "link1_length" corresponds to the variable in the CI system that represents the length of link number one in the robot configuration. The code generator uses a lookup table to find the corresponding variable name, and this table is part of the CI database. A simple flat file is used to store this table since the number of the design parameters is small.

The generated code for the constraints is the function "pe.check.constraints" that returns true if all constraints are satisfied, else it returns false, and reports
which constraints are not satisfied. For the rules, the code generated is the function "pe.apply_rules" which calculates all corresponding design variables according to the given rules. The following examples are the code generated for the two examples shown in the previous section.

```cpp
bool
ci::check_constraints()
{
    bool status[no_of_constraints];
    int i = 0;

    status[i++] = robot.configuration.link[0].length > 1.2;
    status[i++] = robot.configuration.link[1].length > 1.6;
    status[i++] = robot.configuration.link[2].length > 0.8;
    status[i++] = robot.configuration.link[1].length +
                  robot.configuration.link[2].length < 3.0;
    status[i++] = robot.configuration.link[0].mass < 1.4;
    status[i++] = robot.configuration.link[1].mass +
                  robot.configuration.link[2].mass < 4.0;
    status[i]  = robot.configuration.joint[1].gear_ratio < 5.0;

    constraints.generate_report(status);  // report the result

    return (and_all(status));
}

void
ci::apply_rules()
{
    robot.configuration.link[0].mass =
        robot.configuration.link[0].length *
        robot.configuration.link[0].cross_area *
        robot.configuration.link[0].density;
    robot.configuration.link[1].mass =
        robot.configuration.link[1].length *
        robot.configuration.link[1].cross_area *
        robot.configuration.link[1].density;
    robot.configuration.link[2].mass =
        robot.configuration.link[2].length *
        robot.configuration.link[2].cross_area *
        robot.configuration.link[2].density;
    robot.configuration.joint[0].gear_ratio =
        robot.motor[0].speed /
        robot.configuration.joint[0].max_speed;
}
```

In the first example, the function `generate_report` reports the results of checking the constraints; if all constraints are satisfied it reports that, otherwise, it will
generate a list of the unsatisfied constraints. The function `and_all` returns the result of ANDing the elements in the array `status`.

In the second example, some of the design parameters are calculated given the values of some other parameters. The compiler should not allow the change of any parameter that should not be changed by the CI system. This can be detected using the `alter_flag` in the design parameters table.

To update the constraints or the update rules the file containing the old definition will be displayed and the user can add, delete, or update any of the old definitions. Then the new file will be compiled and integrated with the system.

5. Implementation

We have implemented this framework in order to prototype robotic systems. The subsystems include a CAD design system (Alpha.1 [11]), a robotic part-ordering system, a robot simulation package [6], and a robot control and monitoring system [8]. Figure 10 shows the graphical user interface used to control and monitor the three-link robot manipulator which was built as part of this project.

In the following subsections some implementation issues are investigated, and the different components in our design and how we implemented each of them are described.

5.1. The Central Interface

The central-interface (CI) is the core program that handles the communication between the subsystems, and maintains a global database for the current design and a history of previous designs. There are several types of messages used in the communication. Table I shows the different types of messages with a brief description and the direction of each.

The CI is the implementation of the communication protocols described in Section 4.2, with some enhancements. For example, when the CI receives a `change` message from an SSI, it directly sends lock messages to the other subsystems so that no more changes can be sent from any SSI until they receive a `steady` message. This solves the concurrency problem of more than one system sending changes to the CI at the same time. The first message received by the CI will be handled and the others will be ignored. If an SSI receives a `lock` message after it sent a `change` message, that means its message was ignored. Another feature added to the CI is the ability to detect if an SSI is working or not by tracing the `SSIStart` and `SSISTop` messages.

The CI is managing a number of data files that contain information about the robot configuration, platforms, reports, design history, subsystems, and some general information about the project. The basic file operation was implemented
by defining a file class, and by adding some member functions to each class in the system that performs the required file management operations.

5.2. THE PE CONTROL SYSTEM

The CI as described above has no user interface. To be able to control and manage the coordination between the subsystems, the PE control system (PECS) was implemented with some functionalities that enable the user to have some control over the CI.

The PECS is on top of the simple DBMS and a simple compiler for the update rules and the constraints. The user specifies the constraints and/or the update rules using a certain format (a language), then the compiler transforms this to C code that will be integrated with the system for constraint checking, and for applying the update rules. The compiler consists of two parts, a parser and a code generator. In the first phase the complexity of the compiler was reduced by making the user language less sophisticated. Later on this can be easily replaced by a more complicated compiler with an easier interface and more sophisticated error checking and optimization capabilities. Figure 11 shows the user interface for the PECS.
TABLE I
Message types used in the communication protocols.

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change</td>
<td>Data change reported</td>
<td>SSI → CI</td>
</tr>
<tr>
<td>Const_Not_OK</td>
<td>Constraints not satisfied</td>
<td>CI → SSI</td>
</tr>
<tr>
<td>Notify</td>
<td>Send changes to subsystems</td>
<td>SSI → CI</td>
</tr>
<tr>
<td>Ack.</td>
<td>Positive acknowledgment</td>
<td>SSI → CI</td>
</tr>
<tr>
<td>Neg_Ack.</td>
<td>Negative acknowledgment</td>
<td>SSI → CI</td>
</tr>
<tr>
<td>Back</td>
<td>Change back</td>
<td>CI → SSI</td>
</tr>
<tr>
<td>Steady</td>
<td>Final acknowledgment</td>
<td>CI → SSI</td>
</tr>
<tr>
<td>Request</td>
<td>Request for data</td>
<td>CI ↔ SSI</td>
</tr>
<tr>
<td>Found</td>
<td>Data found</td>
<td>CI ↔ SSI</td>
</tr>
<tr>
<td>Not_Found</td>
<td>Data not found</td>
<td>CI ← SSI</td>
</tr>
<tr>
<td>Lock</td>
<td>lock messages</td>
<td>CI → SSI</td>
</tr>
<tr>
<td>SSI_Start</td>
<td>SSI is activated</td>
<td>SSI → CI</td>
</tr>
<tr>
<td>SSI_Stop</td>
<td>SSI is terminated</td>
<td>SSI → CI</td>
</tr>
<tr>
<td>Terminate</td>
<td>Terminate the CI.</td>
<td>UPE control → CI</td>
</tr>
</tbody>
</table>

![Robot Prototyping Environment](image)

**Fig. 11.** The main window for the PE control system.
### Robot Configuration

<table>
<thead>
<tr>
<th>Version#</th>
<th>Date</th>
<th>Platform</th>
<th>Update Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>1/16/1994</td>
<td>SUN-SPARCStation-10-41</td>
<td>40</td>
</tr>
</tbody>
</table>

#### Links
- **Length**: 2.9, 5.4, 4.1
- **Mass**: 6.09, 7.93, 4.6985
- **Density**: 1.75, 1.75, 1.75

#### Joints
- **Friction**: 2.09, 2.11, 1.88
- **Gear Ratio**: 5, 4, 2

#### Sensors
- **Brand**: SENS-28, SENS-28, SENS-28
- **Type**: Position, Position, Position
- **Range**: -5.5, -5.5, -5.5

#### Motors
- **Brand**: NTX-303, NTX-304, NTX-304
- **Type**: DC, DC, DC
- **Speed**: 600, 600, 600
- **Range**: -30, 20, -10, 10, -10, 10

---

**Fig. 12.** The current robot configuration window.

The PECS functions include:

**Queries:** these are simple reports about the current robot configuration, previous configuration, general information about the system, the platforms, and the subsystems of the prototyping environment. Figure 12 shows a query for the current robot configuration.

**Actions:** these are the actual operations that control the CI. These actions include updating the constraints and the update rules, compiling the CI after including the new constraints and update rules, activating, and terminating the CI.

**Reports:** these are operations to manage the reports in the system, and to send and receive reports to and from the subsystems. The report can be text, graph, figure, postscript, or data file. Each report is saved with its type, date, sender, and the file that contains the report contents.

### 5.3. Initial Implementation of the SSIs

In the first phase of implementation, the SSIs serve as a simple interface layer between the CI and the user at each subsystem. They receive messages from the CI and display them to the user who takes any necessary actions. They also report any changes to the CI, and this is done by sending a message to the CI with the changes. Figure 13 shows the user interface for one of the SSIs.
Optimal Design Subsystem Interface

<table>
<thead>
<tr>
<th>Requests</th>
<th>Changes</th>
<th>Reports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Send Changes</td>
<td>Request</td>
<td>Send</td>
</tr>
<tr>
<td>Accept</td>
<td>Data Found</td>
<td>Read</td>
</tr>
<tr>
<td>Reject</td>
<td>Not Found</td>
<td>QUIT</td>
</tr>
</tbody>
</table>

... Idle ... Waiting for event ...

Fig. 13. The user interface for the SSI.

In the next implementation phase, some of the actions will be automated and the user at each subsystem will be notified with any action taken. For example, updating a data file that is used by the subsystem can be automatically done by the SSI, given that it has the necessary information about the file format and the location of the changed data.

5.4. The Central Interface Monitor

The central interface monitor (CIM) enables the user to monitor the actions and the messages passing between the CI and the SSIs with a graphical interface. This interface shows the CI in the middle and the SSIs as small boxes surrounding the CI. The CIM also has a small text window at near the bottom. This text window describes the current action (see Figure 14). The messages are represented by an arrow from the sender to the receiver. Some results of testing the CI and the SSIs are presented in Section 6 with sequences of the CIM window showing the activities that took place in each experiment.

6. Results

In this section, we will show several test cases for the prototyping environment. In the first test (Figure 15), the optimal design subsystem sent a data-change message...
Fig. 14. The graphical interface for the monitor system.

to the CI. The CI in turn sent lock messages to all other subsystems notifying them that no changes will be accepted until they receive a final acknowledgment message. Then, the CI applied the relations and checked the design constraints. In this test case the constraints were satisfied, so the CI sent these changes to the subsystems that needed to be notified. After that, the CI waited for acknowledgments from the subsystems. In this case it received positive acknowledgments from the specified subsystems. Finally, the CI updated the database and sent final acknowledgment messages to all subsystems.

The second test case (Figure 16), was the same as the first case except that one of the subsystems (the CAD/CAM subsystem) rejected the changes by sending a negative acknowledgment message to the CI. Thus, the CI sent a change-back message to the specified subsystems and then sent a final acknowledgment message to all subsystems. No changes in the database took place in this case.

In the last test case (Figure 17), the design constraints were not satisfied. Therefore, the CI sent a report about the nonsatisfied constraints to the sender (the optimal design subsystem). Then it sent final acknowledgment messages to all subsystems. Again, in this case, no changes in the database took place.
Fig. 15. CI test case one, success case for data change.
Fig. 16. CI test case two, negative acknowledgment case.
Fig. 17. CI test case three, nonsatisfied constraints case.
7. Conclusions and Future Work

The design basis for building a prototyping environment for robot manipulators was investigated and the design options were explained. An initial implementation of a central interface and some of the subsystem interfaces was done to demonstrate the functionality of the proposed environment. This framework facilitates and speeds the design process of robots.

The following are some possible extensions and enhancements to the current design.

- Complete implementation for the central interface with more functionality and a user friendly interface.
- Use a database query language to enable generating more sophisticated queries and to enhance the report generating capabilities.
- Implement some of the subsystems with their SSIs and increase the automation in these interfaces.
- Extend this environment to deal with generic n-link robots by using automatic generation of the kinematics and dynamics equations. Also this will require a robot description language to specify the robot configuration and parameters.

We have done a lot of work on robot behavior specification and analysis [1, 6, 12, 14, 13, 2]. One opportunity to tremendously increase the scope of the prototyping system we would like to explore is the use of a behavior analysis subsystem as part of the design feedback in order to constrain the system. Thus, a complete system can be tested in a simulated environment and the results used to modify the design.

Another area of interest is the use of information from the manufacturing side of the prototyping endeavor. Oftentimes changes are made to expedite the production of the system (e.g., mechanical parts are modified to make machining easier). We have done a good bit of work on reverse engineering of mechanical parts[15], and believe that is will be useful to feedback to UPE details concerning such changes. Their impact can be determined by propagating the results to all the other subsystems.
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