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Abstract

For sometime now agent-based and multi-agent systems (MASs) have attracted the interest of researchers far beyond traditional computer science and artificial intelligence (AI). In this article we try to identify focal points of interest for researchers working in the area of distributed AI (DAI) and MAS as well as application-oriented researchers coming from related disciplines, e.g. electrical and mechanical engineering. We do this by presenting key research topics in DAI and MAS research and by identifying application domains in which the DAI and MAS technologies are most suitable. The research topics we discuss are separated into agent architectures and organisations, negotiation among agents, and self-adaptation of MAS using learning techniques. Regarding the application domains for these techniques we distinguish the application domains according to whether the agents control a physical or virtual body (Gestalt) or not. This separation of the application domains is not strict; it represents two ends of a continuum. On the one end of this continuum we have autonomous robot systems which act in a physical environment (sometimes referred to as hardware agents), and on the other end, we have abstract environments, such as in workflow systems, which rarely display the geometrical and physical aspects of the environment we are used to living in. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Multi-agent systems (MASs) emerged, as a scientific area, from the previous research efforts in distributed artificial intelligence (DAI) started in the early eighties. MAS is now seen as a major trend in R & D, mainly related to artificial intelligence and distributed computing techniques. This research has attracted attention in many application domains where difficult and inherently distributed problems have to be tackled. The principal aim of this paper is to suggest possible answers to the following questions:

- Which research topics seem to be the most promising relevant in the MAS research community?
- Which application domains seem to be the most suitable for the use of MAS?

Moreover, the paper tries to find out the existing inter-relationship between both treated issues: research in the MAS area and MAS potential needs for applications. The structure of the paper is as follows: We first give, in Section 2, definitions of agents and multi-agent systems, and at the same time, some MAS related problems are also referred to. Section 3.1
introduces the agent architecture debate and Section 3.2 the co-ordination aspects. This includes negotiation protocols, market-based mechanisms, and communication issues. Section 3.3 is devoted to possible impact of learning mechanisms on MAS design. Section 4 presents some important classes of MAS applications and finally, Section 5 summarises efforts being (and to be) done on research in terms of models of agency.

2. Definition and characterisation of multi-agent systems

2.1. Agent

The concept of an agency is now being broadly used not only as a model for computer programming units displaying certain kind of characteristics but also in a more abstract and general way, as a new metaphor for the analysis, specification, and implementation of complex software systems.

Many authors have given definitions for the notion of agency [28,47]. What has to be emphasised is that an agent, unlike other programs, must simultaneously have at least the following main features:

- It perceives the world in which it is situated.
- It has the capability of interacting with other agents.
- It is pro-active in the sense that it may take the initiative and persistently pursues its own goals.

Therefore, an agent is supposed to act spontaneously (with initiative), executing pre-emptive and independent actions that eventually benefit the user through accomplishment of the assigned goals.

Different kinds of agents can be characterised, and other sophisticated features are usually needed to make them act intelligently in their respective environment. Nevertheless, it is usually assumed that the core of an agent includes the three characteristics mentioned above.

2.2. Multi-agent systems

Although, in many cases, agents can act separately to solve a particular problem, it often happens that a complete system made of several different agents has to be designed to cope with a complex problem involving either distributed data, knowledge, or control. A multi-agent system can therefore be defined as a collection of, possibly heterogeneous, computational entities, having their own problem-solving capabilities and which are able to interact in order to reach an overall goal. It may also be the case that a MAS is seen as a system revealing a kind of synergy that would not be expected from the simple sum of its component agents. This synergy is an emergent property of the system as a whole. Following Bond and Gasser [6] and also [47], we can explicitly point out existing and challenging problems that researchers are facing in designing and implementing multi-agent systems.

- The domain specification problem. How can we formulate in a non-ambiguous way the problem at hand? Is it possible to adapt existing software and knowledge engineering methodologies, like object-oriented approaches, to be applied to agent-based systems?
- The communication problem. What are the most suitable protocols and languages enabling a possibly sophisticated and meaningful interaction between agents in a MAS?
- The co-ordination problem. How can we enforce the necessary teamwork, leading to coherent and effective results according to the overall system's goals and preventing agents from being "autistic" by giving them the possibility to reason about other agents plans, strategies, beliefs, and actions?
- The computational problem. Can we design and implement a system in a way that avoids computational overload by means of load balancing strategies?
- The implementation problem. What techniques and tools are needed to support multi-agent system design and implementation in a safe, easy, and productive way? and finally,
- The verification problem. What formal and practical approaches will allow us to verify, diagnose, and easily correct multi-agent systems applications?

We are not going to analyse all these problems in this paper. Instead, we shall pick out some important points, which are critical in order to make MAS useful and applicable at present.

3. Research themes for MAS

From the broad spectrum of possible research themes, we have selected a few topics we assume to
be important and promising. They are related to
- current controversy around agent architectures and
organisational structures in multi-agent systems,
- policies and strategies for agent co-ordination, in-
cluding needed interaction and possible negotiation,
- inter-agent communication,
- agent adaptability and learning capabilities in a
MAS framework.

3.1. Architecture and organisation of agents

Coming from the seventies, the fundamental phys-
ical symbol system hypothesis of Simon and Newell
[63] was for more than a decade the only accepted
paradigm supporting really intelligent systems. Thus,
agents that maintain their own internal representation
of the world and are able to perform symbolic reason-
ing were the only ones recognised as displaying some
intelligence and they were called deliberative agents.

It was only a decade after Newell and Simon’s state-
ment that, at MIT, Brooks [7] launched a new idea,
strongly influenced by behaviourist psychology, deny-
ing the need for internal world models (“the world is
its best model”). The main thesis associated with this
new paradigm claims that intelligence need not be sit-
uated within each agent but, on the contrary, intelli-
gence can emerge as a consequence of the interaction
among very simple computational units. Since then,
many researchers have been following the same line
of thought, mainly influenced by theories related to
the study of animal societies [1] and other theories of
self-organisation [28]. Agents based on this paradigm
are often called reactive agents.

This controversy between what can be seen as the
proposal of a vertical layered agent architecture (in-
puts, coming from the “right-hand side” cross all the
layers in order to produce an output, making agents
more cognitive), and on the other extreme, a horizon-
tal layered architecture (agents can activate just one, or
some of the several possible horizontal layers in par-
allel, where behaviours reside, to produce a fast reac-
tion), gave way to the need for a clearer separation and
characterisation of both respective application fields.

Research needed on hybrid architectures and MAS
tools. There are of course a number of hybrid ar-
chitectures rising from the explicit need of particular
applications, to which both former approaches are not
adequate, as it is the case with robotics. Here, in the
robotics field, the robot is either seen as an agent it-
self or it is its control system that is envisaged as a set
of agents of several different types (reactive, adaptive,
deliberative) working together [31,62,65].

An important open issue in hybrid multi-agent sys-
tems (as well as for the agent itself) is what we can
call the problem related with the “schizoid” syndrome
[65]. The source of this syndrome is the fact that sev-
eral different agents with different capabilities, archi-
tectures and response times, may be competing for
control of a system (as it is the case in the control ar-
chitecture of a mobile robot). Since we do not always
want to establish an a priori hierarchy to resolve con-
flicts, reactive agents may be proposing all the time
actions that contradict or supersede more elaborate de-
liberations coming from more cognitive agents work-
ing in parallel.

A flexible, hybrid architecture which is able to
decide when to pay attention to one or another kind
of the proposed actions, or whether they should or
should not be combined, leading to a kind of fuzzy
control, is still a matter of investigation [62]. This
problem of conflict resolution is somehow avoided,
in most hybrid architectures, by using layering as an
agent organisation principle. This principle has some
advantages with respect to conceptualisation (modu-
ularity), robustness (fault tolerance, easy debugging),
efficiency (agents on different levels run in parallel),
and clearness (clear separation between reactive and
deliberative agents). This is the case with the RAP
system [31] for robot control and with InteRRaP
[60]. InteRRaP can be seen as a general agent-based
layered system where control is shifted bottom up
from one layer to the other (from reactive to more
cognitive agents that propose plans and co-operation)
whenever one layer is not competent to deal with the
situation. This solution is not always acceptable due
to its inflexibility coming from the fact that a kind of
serialisation of competencies has to be provided from
the beginning by the designer.

The question “what kind of knowledge has to be
included in each agent’s mental state”, as well as
how it has to be represented, has led to the, now very
popular, BDI (believes, desires, intentions) archite-
cture. These mental categories, which have already
been enhanced by other concepts, like goals, commit-
ments, and plans, are still far from being well-defined
for generic situations. To indicate current and future
directions of research concerned with knowledge for
gent architectures, let us point out a more advanced
and well-founded modal logic approach that allows to
capture and express all the richness of those mental
state concepts. Singh [79] developed a theory provid-
ing a framework for specifying multi-agent systems
that includes descriptions of intentions, know-how,
and communications. However, the author himself
considers it in most situations not sufficient for the
design of MAS. A more elaborate design theory
is thus urgently needed. Such a theory would also
encompass algorithms for checking the satisfaction
of the MAS specifications using the proposed for-
mal language (model checking). Another aspect that
deserves some attention and research efforts is the
development of safe and easy to use tools both for
specifying agents and relationships between agents,
as well as to translate a complete and coherent (multi-
agent system specification into an efficient, correct,
and robust implementation.

On the one hand, we may consider Shoam’s Agent0
[77]. Congolog [52] among others as preliminary high-
level tools to specify agents in a well-founded way. On
the other hand, at a lower level, platforms for the distri-
bution of and inter-communication among agents have
been in use for sometime. JATLite [45], which already
enforces KQML [30] as a communication language is
such a tool. We are still waiting for a good visual pro-
gramming tool enabling agents as well as complete
multi-agent systems specification using graphical de-
sign tools (as is already the case for object-oriented
programming). Such a tool should include clear as
well as simple logic formalisms for knowledge speci-
ification.

3.2. Co-ordination of autonomous agents

Whenever agents have to work in a group setting,
interactions take place to find a suitable organisation
(who does what) as well as to enable communica-
tion of results (when and to whom). All these inter-
active activities imply the need for a clear policy for
cor-ordination. Following Lesser [53], reasoning about
communication has to take into account the amount
of interaction, performance and needed resources, fu-
ture activities and loads, resources loading, imposed
deadlines, and also knowledge representing an agent’s
desires, intentions, and beliefs. The larger the number
of different possibilities and the set of the identified
constraints for agents’ joint work are, the richer the
coordination policies will be.

In the case where agents are self-interested, inter-
action aims at maximising an agent’s utility. In the
case where agents share an overall goal, the objec-
tive is to maintain global coherence without violating
autonomy, thus avoiding explicit global control. Task
decomposition, task distribution, task monitoring, and
task evaluation in the context of a multi-agent system,
all could be considered in the scope of coordination of
the agent’s activities in a dynamic environment where
resources may be scarce.

While task decomposition clearly is out of the scope
of this paper, task distribution has been considered as
one of the main goals for coordination among agents
in a multi-agent system. According to Durfee [25],
task distribution can be done according to the follow-
ing criteria:
- to avoid overloading of critical resources,
- to assign tasks according to appropriate agents com-
  petencies,
- to enable possible sub-decomposition by some im-
  portant agents, and
- to minimise communications through appropriate
  clustering of agents.

A variety of different mechanisms for coordinating
agents in a multi-agent system is already available:
- Use of the contract net protocol [17] which
  proposes episodic rounds of inter-communication
  acts (announcements, bids, award messages). It
  is a simple and widely used protocol that, on one
  hand, does not affect too much the system respon-
siveness but, on the other hand, neglects possible
  strategic reasoning capabilities of the respond-
ing agents. The contract net protocol is mainly
  applicable to well-defined coarse-grained task
decomposition.
- Multi-agent planning implies that all agents have
  planning capabilities, and each one of them takes
  into account the other agent’s actions and con-
  straints. Local plans can be communicated to other
  nodes in the network in order to reach a global
  plan accepted by all agents (that are willing to col-
  laborate) before the actual action execution. This
  is the case with partial global planning (PGP), first
  proposed by Durfee [24] and then enhanced further
  by Decker in TAEMS [18], to ensure more general
applicability and ability to deal with real-time problems.

- Computational market-based mechanisms can be designed to enhance the adaptivity, robustness, and flexibility of multi-agent systems. Within a market, agents representing modular services and/or competencies available in the multi-agent system compete to perform tasks to serve their individual objectives.

Market-based co-ordination strategies usually use auction-inspired protocols not only to empower, through computers and Internet, the real market activities, but also to facilitate distribution of task and resource allocation. Wellman [96] advocates market-based mechanisms for flexible management of information systems, claiming that a market's ability to rapidly disseminate (through price variation) changes in the scarcity value of remaining resources minimises communication and avoids global control and synchronisation. Clearly, a key feature of a market-based multi-agent system is that each agent makes local decisions based on its individual knowledge plus prices (or other parameters) announced in the market.

Uncertainty about the future conditions of the market is difficult to be mastered. This uncertainty about the future situations is inherent to the market framework and therefore, the market-based mechanism to be used should include some risk assessment and risk management features.

Also the influence of non-competitive agents behaviour, in contrast to selfish agents behaviour, in the overall multi-agent system performance has to be studied. Still lacking are also appropriate software interfaces (APIs) consisting of libraries of routines implementing several different auction protocol types. More general bidding strategies could then be implemented on top of these lower-level operations. This could constitute a kind of agentware for auctions.

3.2.1. Negotiation among agents

The practical reasoning paradigm that can be found in BDI-based agent architectures [37,72] assumes a joint intention mental state enforcing the agents to commitments to specific (eventually persistent) goals. Commitments are usually related to the execution of tasks, allocation of resources or exchanges of partial or final results. Commitments may or even should be established through negotiation. Negotiation is the process for self-interested agents to solve conflicts under bounded rationality. The main approaches for agent decision making while negotiating can be based on game theory [73]. Agents using payoff matrices to represent common knowledge, exchange their offers until an acceptable deal is reached. Variations of this principle can be found, e.g., in the PERSUADER system [83] where agents’ utilities, involving several other dimensions than prices, are kept private. In the above-mentioned system, a simple argumentation strategy can take place between agents involved in the negotiation process. The same idea about argumentation deserves some research attention and may also be very useful for the sake of maintaining global belief consistency in a multi-agent system. In the unified negotiation protocol of Rosenschein and Zlotkin, a deal, i.e. a joint plan, is negotiated such as some utility is distributed among the interested agents.

This utility is a positive figure if what an agent is willing to pay is greater than the cost that he actually has to pay to establish the deal. Through the negotiation process, one deal is selected from the non-empty set of possible deals.

An interesting topic of research that is related with this subject is how to develop negotiation protocols that are able to recognise and to avoid inappropriate agents attitudes like deception and misleading, and accordingly, award honest agent behaviour.

Agent theory and economics cross-fertilisation has motivated fruitful research leading to economics-based approaches of agent rationality. Wellman [96] and Sandholm [75] are among those researchers who propose interesting formulas for price calculation. The main idea behind this approach is that equilibrium in the market (including consumers and producers) reflects a good allocation of resources in a corresponding multi-agent system.

Economically motivated agents may also negotiate to enter the best agent coalition which will execute tasks for a price that guarantees (in the present but also in the near future) good profits (or at least avoiding loosing too much). Those coalitions map good agents’ dynamic organisation and agents’ coalitions have been used to find out an optimal allocation of the available distributed resources in a multi-agent system [66].

Finally, another interesting topic to look at is the development of multi-criteria functions for agent utility calculation.
3.2.2. Agent communication

Big efforts are being made to develop agent communication facilities. Questions like "How can an agent meet other agents?" which is being dealt with through the use of middle agents (matchmakers, yellow pages, brokers), and "How to interoperate?", have been the main concerns of MAS developers regarding agents communication. Agents appearing and disappearing in an open environment, accessible through the Internet, need both those facilitators to meet others and specialised languages to understand each other. Languages using performatives based on speech act theory like KQML [30] and ACL recently proposed by FIPA (Foundation for Intelligent Physical Agents) clearly distinguish different message levels and identify the unambiguity of the semantics of the message content as a difficult and crucial point to focus on. Therefore, methods of building up well-structured and acceptable ontologies are now under intensive research.

Finally, it is not surprising to recognise that one of the important features that can improve multi-agent system dynamic co-ordination is agent adaptability. Learning about other agents and learning the effects of the agent’s own actions can be useful for adapting old strategies (or building up new ones) in order to improve agents and/or the overall multi-agent system performance.

3.3. Design options to be changed by learning

For most application tasks, even in environments appearing simple, it is difficult (or even impossible) to determine the behaviour of a multi-agent system a priori – that is, at the time of its design and prior to its application. This would require, for instance, that the designer knows in advance which environmental requirements will occur in the future, which agents will be available at the considered time, and plan their interaction in response to these requirements. Enumeration of all possible states of a multi-agent system would inevitably cause a combinatorial explosion. Construction of rational agents points to some fundamental questions including, e.g. the concept of bounded optimality for rational agents [74]. Some problems resulting from complexity of the multi-agent systems can be avoided, or at least reduced, by providing the agents with the ability to adapt and to learn [94,95].

Most types of classical learning algorithms [58] can be applied within a single agent when this agent does not rely on the presence of multiple agents to achieve isolated (single-agent) learning. Results of isolated learning in a distributed environment can be further combined on a meta level by new techniques. This approach has achieved many promising results. One of its recent successes is that of data-mining [71] in inherently distributed databases which can appear, e.g. in banking institutions. Development of software information agents, which learn how to better meet the demands of their human users [38], is based on these principles. Case-based reasoning works well in a distributed context, too [65,70].

Interactive (multi-agent) learning relies on the presence of multiple agents and their interaction. The concept of interactive learning itself can be applied in two different ways. In the stronger and more specific meaning, interactive or multi-agent learning refers only to situations in which several agents learn how to pursue a common learning goal [4]. In the weaker and less specific meaning, it additionally refers to situations in which an agent pursues its own learning goal, but is affected in its learning by other agents [94]. Research in interactive learning can shed light on the origins of language [81] communication and co-ordination [20] as well as on the emergence of social conventions [78].

Study of interactive learning in MAS has started only recently. Its aim differs radically from that of classification or diagnosis. The goal of interactive learning is to influence characteristic features of the multi-agent system’s design, namely its structure (e.g. number of agents and their interconnection), type of communication between agents (e.g. choice between task announcement or direct addressing), and co-ordination (policy of interaction of agents). Ways of communication and co-ordination can be modified by changing:

- the initial design of task decomposition and allocation, e.g. using knowledge, agent specialisation or identification of clusters of similar knowledge,
- the original properties of individual agents (e.g. specialisation, capacity), and
- knowledge the agents have about the abilities of the others and about the environment (e.g. agent reliability).

New methods of learning have to be developed to reach such goals.
Classical learning methods can be classified according to the type of feedback they employ. This point of view retains its importance in the interactive learning, too. The following forms of interactive learning can be distinguished with respect to the type of feedback available to a learning entity to indicate the performance level achieved so far:

- **supervised learning** – the feedback specifies the desired activity of the learner; the goal of learning is to match this desired action as closely as possible;
- **reinforcement learning** – the feedback only specifies the utility of the actual activity of the learner and the goal is to maximise this utility;
- **unsupervised learning** – no explicit feedback is provided and the goal is to find out useful and desired activities on the basis of a trial-and-error process.

There are other, more specific, criteria related to a multi-agent environment which offer additional means for structuring the learning methods. They refer, e.g. to the number of agents involved in the learning steps, the purpose and goal of learning (improvement with respect to one single agent or with respect to the group of agents as a unit, their coherence and co-ordination) or the time of communication among agents with respect to the learning process. Davies and Edwards [16] use the last criterion to distinguish methods with respect to localisation of the training data:

- data are gathered into one place before the learning process starts,
- individual agents learn on local data, partial results are shared by means of communication during the learning process,
- agents learn locally and later they share their results, which are then refined and integrated by other agents in the light of their own data and knowledge.

So far, the pioneering attempts in interactive learning, suggest methods which are tailored for specific and simplified problems (e.g. stable price for communication within the system, strictly limited set of the agent’s actions) and which result in a change of one (at most two) of the design features characterising the MAS system. Learning can influence communication patterns which shift from broadcasting to direct addressing [64] and it can improve knowledge about competence of the peer agents in the community [85]. Reinforcement Q-learning [93] has been successfully applied in multi-agent systems to improve interaction scenarios. Modular Q-learning [68] helps to create new patterns of co-operation in the MAS community – this process leads to the emergence of surprising social phenomena, e.g. altruistic behaviour in the predator and prey problem [67], as well as to emergence of specialised agents in the society of agents all of which have been originally equipped with the same abilities.

Multi-agent learning is a rich source of challenging problems. The methods mentioned above show promising directions but they have to be scaled up to real-life cases. New ways on how to combine the developed methods to gain complex change of a MAS have to be invented. In real situations, it can easily happen that the complex system design can hide some unintended loops or bottlenecks, which should be attended as soon as they are identified. That is why it is necessary to search for learning methods that are able to suggest changes to the architecture of the considered MAS, e.g. add a new specific agent (or switch the role of one of the existing agents), if a bottleneck in the original MAS system is detected [82].

A MAS composed of learning agents represents a dynamic system, the behaviour of which should be analysed and understood. Most often, MAS learning is evaluated experimentally. Vidal and Durfee [89,90] use concepts from computational learning theory to suggest a theoretical framework for study of the dynamics of learning MAS. The learning task to be solved by each of their agents is to change its decision function so that it matches the target function. Their theoretical results correspond well with the experimental findings. This approach represents the first step towards the development of a theoretical alternative to experimental approaches to evaluate results of learning in MAS. Nevertheless, experimental verification maintains its importance when complex heterogeneous systems are concerned.

Despite the fact that learning in multi-agent systems is a relatively new field of study, there is a large body of references to work already done in this field. A recent volume [95] edited by Weiss offers an up-to-date reader’s guide and a valuable overview of the major challenges for machine learning in MAS. Learning in distributed AI systems has been chosen as the topic of a special issue (4/97) of the Journal of Experimental and Theoretical Artificial Intelligence (JETAI). The Machine Learning Journal plans a special issue on multi-agent learning to be edited by Huhns and Weiss.
A general comparison of distributed problem-solving and multi-agent systems can be found in [26], while special problems of the agent-based approach to data-mining are analysed in [16].

4. MAS applications

The general notion of agency is so universally applicable that it is actually hard to tell an application domain in which agent methodologies are not a useful concept. Even if we are just interested in the problem-solving capabilities of a system, it is in many cases reasonable to take a multi-agent perspective. However, what we can do is to identify properties, which are typical for application domains in which multi-agent system technologies are most appropriate. Properties like this are:

*Distribution.* In the application domain geographically and/or logical distributed and heterogeneous entities, data, or information are identifiable; e.g., distributed entities that have to make decisions or distributed knowledge bases which have been developed independent of each other have to be integrated.

*Complexity.* The overall problem, which has to be solved, is in its computational complexity only tractable with heuristic strategies which use local chunks of data or knowledge and which can be easily separated into autonomous problem-solving entities.

*Flexible interaction.* There is no a priori assignment of tasks to problem solvers and there are no fixed problem-solving processes.

*(Highly) Dynamic environments.* Such environments require responsive and adaptive problem-solving entities (e.g., autonomous robots acting in a shop floor environment or softbots acting in virtual reality worlds on the World Wide Web (WWW)).

*Openness.* In these settings it is not even possible to give a complete specification of the problem which has to be solved. An example of such a setting is an electronic marketplace, in which a large number of users with differing interests interact with each other. We can neither define a global utility function nor can we declare any user's objective function as the one the overall system should use. In such settings users can interact in a collaborative or competitive manner.

If we investigate specifically one of these properties in a given application domain, we might come up with theories and solutions that are not necessarily exclusively agent-related. MAS theories and technologies are most appropriate when we investigate application domains which reveal several of these properties. However, even if we restrict ourselves to these kinds of application domains, we end-up with a list that is much too long for the paper. We therefore rather concentrate on a classification of application domains in which the use of a strong notion of agency is beneficial. From an intuitive point of view this means that we assume the agents in these application domains to be intelligent at least in a technical sense. More concretely it is likely that the agents in the application examples we discuss Sections 4.1 and 4.2 will at least need the following abilities: (1) to represent local knowledge about the outside environment, (2) to do local problem solving, (3) to perform actions in the environment, and (4) to communicate with other agents and/or human users.

In the following we give a brief description of several application domains for which multi-agent technologies are especially useful. However, we present these application domains from the point of view of multi-agent system research and stress that electrical engineering, mechanical engineering, and traditional computer science have also made contributions to these application domains.

4.1. Software agents

In our classification of application domains for agent technologies and MAS we follow the argumentation of Müller [61] who distinguishes software and hardware agents. Müller requires that a hardware agent has a physical *Gestalt* and that such an agent acts in a physical environment. We extend this definition to agents which control a physical or a virtual body in a physical or virtual reality environment. Of course this is no longer a strict distinction but rather a scale spectrum with two extremes. On the one end of this spectrum we have physical robot systems acting in a physical world, and on the other end of the scale we have pure software entities living in a virtual environment which does not necessarily have anything in common with the environment we are used to living in.

4.1.1. Intelligent manufacturing systems

From the very beginning of research on *intelligent manufacturing systems* (IMSs) IT technologies played
an important part in the design and implementation of an IMS. About 20 years ago the idea of computer-integrated manufacturing was proposed by Harrington [42]. While the first approaches to realise these ideas were based on a centralised model, more recently the design models shifted to decentralised paradigms. Fractal [92] and holonic [10,13,19] approaches to the design of manufacturing systems are the architectures which have the largest impact on current research projects. Especially the concepts for holonic manufacturing were deeply influenced by DAI and MAS research [9,19]. [35] advocates that agent technologies are the ideal means to design and implement such systems. Within a CIM system we can identify different layers of abstraction: workflow management, shop floor control, and autonomous control systems. Because workflow management and autonomous control systems have a broader context, we shall describe these two application domains in separate paragraphs. Parunak [88] presented YAMS as one of the first approach models to design a flexible manufacturing system (FMS) with a DAI approach. The main idea of YAMS is to use the contract net protocol [17] for task allocation in the FMS. Ow et al. [69] and Butler and Ohtsubo [11] used the contract net model for job shop scheduling and Bussmann [9] investigated the application of the contract net model to the control of material flow. Fischer [32] proposed an agent-based approach to the design of an FMS, which suggests a hierarchical architecture, which is built up of autonomously acting agents. How task allocation can be done using a reactive scheduling approach was described in [33,41] and proposed a completely decentralised model for job shop scheduling which is able to produce better results than the pure contract net protocol because planning is done with some lookahead. The bottom line of these results is that multi-agent system technologies will play an important role in the design of future control systems for FMS, because of the inherent distribution of such systems, the complex system architecture, and the need to adapt to changing market situations. Self-organisation and problem-solving based on negotiation protocols are a crucial part in the design of such systems. Auction protocols, such as, e.g. the contract net protocol, are a good approach to tackle some of these problems. However, from [31,41] we can see that the quality of the solutions provided by a system based on these approaches can be significantly improved when they are integrated with other problem-solving paradigms, e.g., market mechanisms [34].

4.1.2. Workflow management and virtual enterprises
Workflow management deals with the specification and execution of business processes. General process definitions include activities to be performed, their control flow, and data exchange. They also comprise organisational roles of persons and software components that are permitted to perform activities. Policies, which describe the organisational environment, complete a process definition [57]. Workflow management tools seem to be the ideal means to realise new organisational structures in enterprises of the future.

The term virtual enterprise, which is generally attributed to Mowshowitz [59], characterises such an organisation structure, which takes an IT-driven view to the organisation of future enterprises. The term obtained its current importance for business economics from Davidow and Malone’s landmark book [15]. A virtual enterprise is a temporal co-operation of legally independent enterprises, institutions, or individuals, which provide a service on the basis of a common understanding of business. The co-operating units mainly contribute their core competence, whilst sharing skills, costs, and access to each other’s market. To external partners they act, however, as a single corporation. The corporation refuses an institutionalisation, e.g., by central offices; instead, the co-operation is managed by using information and communication technologies [2,34].

Merz et al. [57] argue in contrast to this that current workflow management tools reduce the local autonomy of organisational units involved in co-operative workflow. While the required adaptation may be carried through within an organisation, several coordination problems may arise between them: (1) lack of communication infrastructure, (2) lack of central management, and (3) high co-ordination costs of the workflow management systems. Open network infrastructure and intelligent multi-agent systems provide a promising perspective to solving these problems. Intelligent user interfaces [91] and human computer co-operative work [8] are other threads of research, which will contribute to this development.
4.1.3. Electronic commerce

Nowadays commerce is almost entirely driven by human interactions. Humans decide when to buy goods and how much they are willing to pay. With the incredible success of the Internet and the WWW, this picture seems to change. Even today it is possible to order a computer hard and software, books, and CDs on the WWW and this is quite widely done. However, there is no reason why commerce cannot be automated to a larger degree. By this is meant that some commercial decision making can be placed in the hands of agents [46]. Although widespread electronic commerce is likely to lie some distance in the future, an increasing amount of trade is being undertaken by agents. Examples for this are electronic market places like Tete a Tete and Kasbah [12], which were developed at MIT's media lab. Kasbah implements a marketplace allowing users to create buying and selling agents for each good (books or music) to be purchased or sold, respectively. Commercial transactions then take place by means of the interactions of these agents. Other examples are general sites for private open auctions on the WWW like the auction bot, which was developed at the University of Michigan. More commercially oriented applications include BargainFinder [50] an agent which discovers the cheapest CDs, Jango [22] a personal shopping assistant able to search on-line stores for product availability and price information, MAGMA [87] a virtual marketplace for electronic commerce, and several agent-based interactive catalogues [76,84].

4.1.4. Intelligent information agents

Information agents are computational software systems that have access to multiple, heterogeneous and geographically distributed information sources as in the Internet or corporate Intranets. The main task of information agents is to perform active searches for relevant information in non-local domains on behalf of their users or other agents. This includes retrieving, analysing, manipulating, and integrating information available from multiple autonomous information sources. Intelligent information agents [49] may have different characteristics dependent on the concrete application domain, e.g. they can show adaptive, self-interested rational, or co-operative behaviour. Artificial intelligence, database systems, and information retrieval provide basic techniques, which can be applied to information discovery by or groups of information agents in the Internet and the World Wide Web. These techniques include, e.g. interoperability among database systems, efficient techniques from machine learning, evolutionary computing, and approaches for reasoning about uncertainty as well as information retrieval in sources with semi-structured or multi-media data. Especially relevant for information agents is the use of and the reasoning about ontologies [40] which allow the agents to interpret symbols with respect to a specific application domain. Applications of intelligent information agents range form relatively simple in-house information systems, through large-scale multi-database systems, to the visionary Infosphere ("Cyberspace") in the Internet. Commercial aspects of information gathering on the Internet are becoming more and more relevant: e.g., agents are paid and have to pay for services (electronic commerce and virtual agent marketplaces). The need for human–agent interaction in such environments, e.g., via synthetic characters, believable avatars or multi-media-based representation of the partly ‘fuzzy’ information space available for individual users on the Internet, is a challenging research topic [27].

4.2. Applications for agents with physical or virtual bodies

As already mentioned above this second class of application scenarios features agents that have either a physical or a virtual Gestalt. This means they have a physical or virtual body they are able to autonomously control in an environment that is closely related to the physical environment we actually live in. We do not make any difference between the physical and the virtual setting because, after all, it is impossible for a software program to actually verify the existence of a physical outside world in the same degree as this is impossible for the human mind. The difference of pure software agents and agents that have a physical or virtual Gestalt is that these agents have to do geometrical reasoning and that the perceptions and actions of such agents are often much more fine grained than that of pure software agents.
4.2.1. Autonomous control systems

There is a long history of research in engineering and AI on the design of autonomous systems, e.g. autonomous robots and machine tools in an FMS or autonomous robots exploring unknown environments. The traditional AI point of view to these kind of systems was that within these systems we have a control loop in which the system (1) gets perception, (2) integrates this perception into its internal world model, (3) reasons about this internal world model to find out which action it should perform next, and (4) eventually starts to actually execute the selected action. Brooks [7] radically criticised this approach and proposed the subsumption architecture for the design of autonomous systems. This approach almost completely denies the need for the representation of an internal world model in an autonomous agent. Instead the agents behaviour is directly triggered by the sensor data it perceives from the outside environment. Within an autonomous system several behaviours can be active in parallel and they interact in a predefined manner according to the rules of the subsumption architecture. Within AI and MAS research Brook’s ideas led to a thread of research which investigates hybrid architectures for the design of autonomous systems. This approach almost completely denies the need for the representation of an internal world model in an autonomous agent. Instead the agents behaviour is directly triggered by the sensor data it perceives from the outside environment.

4.2.2. Entertainment

There is a large number of games available in which animated characters face challenges in a virtual world. Fighting and shooting games are the most prominent examples. However, there are also adventures available in which the actions of the characters are not so cruel. Grand and Cliff [39] brought together agent technologies and concepts from biology and designed the marvellous game Creatures. Creatures provide a rich, simulated environment containing a number of synthetic agents that a user can interact with. The agents are intended to be sophisticated pets whose development is shaped by their experience during their lifetime. Interactive theatre and cinema are other application examples, which are particularly demanding with respect to the abilities of the participating agents. In these settings, a user is able to play out a role analogous to those played by human actors in plays or films and in doing so the user is able to interact with artificial computer characters that should ideally be able to act like real people. Such agents that play the part of humans in theatre-style applications are often called believable agents - software programs that provide the illusion of life, thus permitting an audience's suspension of disbelief [3]. A number of projects have been set up to investigate the development of such agents [36,43,54,86].

4.2.3. Traffic telematics

Traffic telematics brings together two ideas: physical entities (normally vehicles, but in some cases even humans) and IT infrastructure to form a new class of applications. Three basic technologies form the basis for traffic telematics applications: (1) intelligent agents and multi-agent systems, (2) satellite and mobile phone communication, and (3) global positioning systems, which allow one to geographically locate a physical entity with a precision of 10–100 m. Examples of such applications are: fleet management, handling of an emergency situation, theft protection of vehicles, road pricing, and mobile office applications [35]. In an industrial or commercial context logistics applications – like, e.g. fleet management [34] – are most interesting. They allow one to extend the workflow of a production plant, a wholesaler, or a retailer and integrate it with the delivery of goods. This leads us to a situation in which the border line of where one company starts and another company ends becomes vague. We then have a situation in which there is a web of interacting companies which form virtual organisations to reach their individual goals (see Sections 4.1.2 and 4.1.3). Because we have in most traffic telematics applications a link between the physical entities and the workflow of an organisation, we have in most of these settings actually both types of agents pure software agents and agents with Gestalt.
Traffic telematics is therefore a typical example of an application domain with a hybrid agent structure.

5. Conclusions

MAS specific applications have been developed most of the time in an ad hoc manner. However, MAS is now envisaged as a new metaphor for (information or control) systems specification and implementation. This implies an urgent need for formal and systematic methods of problem analysis and agent-based specification of programs, through which distributed problem-solving capabilities and rich, efficient, and well co-ordinated interactions can be designed. We may say that there is a need for several simultaneous complementary (and sometimes overlapping) models of agency [44]. Theories behind the models take into account not only the agents’ desired behaviour but also “subjective” motivations internal to the agents motivations based on their explicit intentions and commitments.

Current and future research is (should be) directed towards the enhancement of such models of agency which are responsible for agents (and multi-agent) rationality (logical and economic), sociability, interactivity and adaptability. Rational agency encompasses both a logical and economic rationality. As far as logics is concerned, mechanisms for both local as well as global coherence of an agent’s knowledge and beliefs are being investigated. They can not only be based on previous single systems approaches (JTMS [23], ATMS [21]) since they have to meet the specific requirements of the distributed multi-agent system environment [55,56].

The logical rational model is also related to the representation of the agent’s mental state behind its behaviour backing its decisions. How to describe the precise meaning of concepts like beliefs, know-how, intention, desires, goals, commitments and their respective relationships, is being deeply investigated. A sound definition of these concepts comes from [14,72]. However, these approaches take a logic-based perspective still and therefore poses difficulties like the omniscience problem (if an agent believes in proposition X then it believes in all equivalent propositions including all logical consequences of X) [97]. This problem is a strong argument against a purely logic-based approach, when we look at real systems that are necessarily resource-bounded.

Economic rational agency uses a simple principle. The best action to be selected by an agent is that one that maximises an appropriate scalar. The problem that is being addressed is how to reduce all different kinds of preferences, some of which may even be contradictory, to an appropriate utility function. Once agent preferences are well represented through utilities, either some negotiation process or elaborated market-based mechanism can be used for decision making [96].

Social agency is particularly important in the context of multi-agent systems. Agents have to co-operate through fair, useful and efficient interactions. Coordination policies in order to guarantee convergence as well as coherence, enhancement of agent models to make them aware of the environment and committed to other agents, all this implies the need for important laws to be included in such asocial agent models.

Interactive agency is one of the multi-agent facets that has been more studied and simple suitable agents communication languages are already available. Nevertheless, all the meaning of the communicative act is under the perspective of the sender agent. Recent proposals [51] also look at the post-conditions of communication, thus taking into account the receiver’s perspective. A multi-agent system where agents share a social perspective of any communicative act would be much more aware of the entire global context embedding the interaction taking place.

Finally, adaptive agency is crucial for multi-agent systems in open environments. As it was discussed in Section 3.3, there are many challenges related to learning for MAS.
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