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ABSTRACT

Technology scaling has resulted in a steady increase in teastor speed. How-
ever, unlike transistors, global wires that span across thehip show a reverse
trend of getting slower with shrinking process. Modern prassors are severely
constrained by wire delay and the widening gap between traistors and wires will
only exacerbate the problem. Following the traditional dagn approach of adopting
a single design point for all global wires will be suboptimah terms of both power
and performance. VLSI techniques allow several wire implemtations with varying
latency, power, and bandwidth properties. The dissertatio advocates exposing
wire properties to architects and demonstrates that prudénmanagement of wires
at the microarchitectural level can lead to signi cant impovement in power and
delay characteristics of future communication bound prossors. A heterogeneous
interconnect (composed of wires with dierent latency, badwidth, and power
characteristics) is proposed that leverages varying latep and bandwidth needs
of on-chip global messages to alleviate interconnect ovedd.

The e ect of interconnect is more pronounced in large on-ghistructures. Since
on-chip caches occupy more than 50% of the microprocessaal restate and up to
80% of their access time is attributed to the wire delay, theigsertation focuses on
the prudent management of wires for cache accesses. Thiskwdemonstrates that a
cache design that pays special attention to network paramets and wire properties
can be very dierent from traditional cache models and perfons signi cantly
better. The dissertation studies every aspect of communiten happening in
on-chip caches and proposes techniques that leverage hegemeous interconnect
to reduce their overhead. Finally, in an e ort to make the inerconnect model
explicit to architects and impact future research, a statef-the-art wire and router

modeling is incorporated into a publicly available CACTI tal along with novel



methodologies to accurately estimate the delay, power, aratea of large caches

with uniform and nonuniform access times.
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CHAPTER 1

INTRODUCTION

1.1 Emerging Challenges

For the past three decades, there has been a steady increas@rocessor per-
formance due to shrinking of feature size and microarchitieral innovations. A
recent analysis shows that in a time frame of 10 years, proses performance has
improved by a factor of 55 [46] because of rising clock frequay and advancements
in microarchitecture. While industry projections continte to show a healthy road
map for technological advancements, the realization of ansilar performance boost
in the next 10 years is being severely challenged by techngjyoconstraints and
architecture complexity. Continued scaling of transists has posed a number of

new challenges to the architecture community.

Power Budget

Power consumption in a processor is a function of transistalensity (a tran-
sistor load also includes capacitive load of connecting w8) and switching
frequency. With a modern processor's transistor budget exeding the bil-
lion count, we have reached a point where we cannot a ord to @pate all
transistors in a chip at the same time. In the past, increasettansistor
budget with every process generation is also accompanied &\scaled down
operating voltage. Since power consumption has a quadratdependence
on voltage, lowering operating voltage signi cantly helpgseduce power con-
sumption. However, with the growing concern of process vation and other
reliability issues (discussed in the next subsection) vetgw operating voltage
is no longer an option in deep submicron technologies. As audt, architects

designing future processors will need to work with a strict ger and tem-



perature budget. Novel microarchitectural techniques areequired to eke out

performance with a limited power budget.

Reliability

Shrinking transistor dimensions coupled with high clock sged and low oper-
ating voltage has introduced a number of reliability issuesuch as param-
eter variation and soft errors. With the continued scaling b transistors,
we have reached a point where it is extremely di cult to precsely control
the dimensions of a transistor. Given the sensitivity of trasistor properties
to its dimensions, process variation can signi cantly a etthe latency and
leakage characteristics of transistors. High operatingdquencies of modern
processors further complicate the problem by providing verlittle time for
transistors to reach the stable state. Radiation induced $tcerrors [89] andV,
(transistor threshold voltage) degradation [29] are otheemerging problems
that constrain scaling down operating voltage. As a net refiuof these new
problems, future microarchitecture design can no longer das singularly on
performance. Architects should also innovate techniquee tmprove processor

robustness to tolerate process parameter variation and s@frrors.

Wire Delay

Global wires are another major show stopper in modern prosess. While
arithmetic computation continues to consume fewer pico-sends and die
area with every generation, the cost of on-chip communicat continues
to increase [84]. Traditional electrical interconnects arviewed as a critical
limiting factor, with regard to latency, bandwidth, and power. The ITRS
road-map projects that global wire speeds will degrade suhbatially at smaller
technologies and a signal on a global wire can consume oven$Z60 cycles at
a 5 GHz frequency) to traverse 20 mm at 32 nm technology [7]. fome Intel
chips, half the total dynamic power is attributed to intercanects [79]. Hence,
a careful analysis and a better understanding of interconoes are necessary

to alleviate the deleterious e ects of wire scaling.



1.2 Wire Aware Design

Most architecture proposals in the recent past focus dirdgtor indirectly on
solving these new challenges. Of all the problems describadove, the problems
associated with wire scaling are particularly compellingof two reasons. First, all
existing architectural techniques aimed at reducing wire elay or wire power are
indirect. For example, microarchitectural techniques surcas prefetching, run-ahead
execution, speculative coherence, or speculation in othiarms try to hide wire
delays rather than reduce them. Similarly, a reduction in we power is achieved by
avoiding communication instead of directly reducing the irerconnect power. Direct
wire level optimizations are still limited to circuit desighers. Second, traditional
design approaches employ a single wire choice optimized tloe average case for all
global wires in a processor. In the past, this was not a big iss since both processor
performance and power dissipation are typically determirnkby the characteristics of
transistors. However, with the current trend of processotsecoming more and more
communication bound, the choice of interconnect paramet®mill have a dramatic
impact on a processor's power and performance characteigst

Focusing on interconnect design can also help alleviate ethcritical problems,
such as power consumption and processor reliability dissesl in the previous
section. For example, though a low operating voltage is notfavorable option for
transistors, recent studies [53, 130] show that it is a powei technique to reduce
interconnect power in modern processors. With on-chip wseaccounting for 30-50%
of the processor power [79, 122], reducing interconnect povhas the potential to
impact total power consumption. Similarly, the use of higlbandwidth optical wires
or fast full-swing wires obviate the need for pipelined labes - a potential source
for soft errors in processors. Thus, understanding wire teeologies and exploiting
them at the microarchitecture level can not only alleviate lhe wire delay problem
but also open up new avenues to solve other major challengasdd by architects.

Simple wire design strategies can greatly in uence a wiregroperties. For
example, by tuning wire width and spacing, wires can be desigd with varying

latency and bandwidth properties. Similarly, by tuning regater size and spacing,



latency and energy of wires can be varied. To take advantagé \0LSI techniques
and better match the interconnect design to communicationequirements, a het-
erogeneous interconnect is proposed, where every link detss of wires that are

optimized for either latency, energy, or bandwidth.

1.3 Thesis Statement

The widening gap between transistor and wire delays necessis careful analysis
and better understanding of on-chip wires. VLSI techniqugwovide a number of
di erent wires with varying delay, power, and area charactestics. The disserta-
tion advocates exposing wire properties to architects andrdonstrates that prudent
management of wires at the microarchitectural level can imgve both power and
performance characteristics of future communication-bou processors.

In general, the e ect of slow global wires is more pronounced large structures
in a processor. Since on-chip caches occupy more than 50%hefprocessor die [85]
and up to 80% of their access time is attributed to wire delaydp], the dissertation
focuses almost entirely on the prudent use of wires for cachecesses. When dealing
with caches, there are three primary forms of communicatioentailed: wire delay
to simply reach and access the Level-2 (L2) cache bank on a L&cke hit, wire
delay to ensure cache coherence when data are shared, ancevdelay to access
Level-1 (L1) cache data if a single-thread executes over dattvely large area (for
example, in a high-ILP clustered design). This dissertatio studies every aspect
of communication happening within a cache hierarchy and imvates techniques to
reduce their overheads. The rst focus is on large lower ldveaches followed by
coherence transactions and private L1 caches.

A large cache is typically partitioned into multiple banks aad employs an on-chip
network for address and data communication. Such a cache nebds referred
to as a Non-Uniform Cache Access (NUCA) architecture. Eachabk is further
partitioned into multiple subarrays with a h-tree network interconnecting these
subarrays. The study demonstrates that a cache design thaays special attention

to interbank network and h-tree design will perform signi @ntly better in terms



of both performance and power. Novel design methodologies identify optimal
cache organizations are proposed and their evaluation showhat a design space
exploration that includes both interconnect and cache paraeters yields power-
or performance-optimal cache organizations that are quitdi erent from those
assumed in prior studies.

The above study also gave key insights necessary to innovatew solutions.
With interconnects having such a high in uence, many archéctural innovations
are possible by leveraging interconnect properties. To finer reduce the wire delay
overhead and accelerate cache accesses, three novel cagmdimes are proposed
that break the traditional sequential cache access pipe&n All the proposed tech-
niques exploit the varying needs of address messages, datessages, and di erent
bits in an address message and identify opportunities to eully map them to a
heterogeneous network to improve access time and reduce powonsumption.

Having optimized regular cache reads and cache writes hapgeg through
lower level caches, as a next step, the focus is shifted to eoénce transactions.
With the proliferation of Chip-Multiprocessors (CMP), modern cache hierarchies
incur an additional on-chip overhead of maintaining cohereee among di erent
private caches. These coherence messages involve on-cbimmounication with
latencies that are projected to grow to tens of cycles in fute billion transistor
architectures [3]. A heterogeneous interconnect is very \perful in reducing the
overhead of these transactions. For example, when emplogima directory-based
protocol, on a cache write miss, the requesting processor yrtzave to wait for data
from the home node (a two hop transaction) and for acknowledgents from other
sharers of the block (a three hop transaction). Since the aoBwledgments are
on the critical path and have low bandwidth needs, they can bmapped to wires
optimized for delay, while the data block transfer is not onte critical path and
can be mapped to wires that are optimized for low power.

Finally, technigues to optimize L1 cache access pipelinecagxplored. Typically,
accesses to L1 caches are wire limited in an aggressive higR processor such

as a clustered architecture. A clustered architecture coisss of many small and



fast computational units connected by a communication fale. Since a cluster
has limited resources and functionality, it enables fast atks, low power, and
low design e ort compared to a monolithic design. However,he uneven scaling
of transistors and wires makes communication between dient clusters a major
bottleneck. The dissertation shows that employing heter@meous interconnect in
such an environment not only helps alleviate communicatiotelay but also improves
intercluster bandwidth and interconnect power dissipatio.

To expose interconnect properties to architects and stretigen future research
methodologies, the proposed NUCA design methodologiesragowith interconnect
models are incorporated into a publicly available, open-soce cache modeling tool
called CACTI. CACTI 6.0 [92], released as a part of this e ortfocuses on design of
large caches with special emphasis on interconnect desighwo major extentions
to the tool were made: rst, the ability to model di erent typ es of wires, such as
RC-based wires with di erent power/delay characteristicsand di erential low-swing
buses; second, the ability to model scalable Non-uniform €lze Access (NUCA).
In addition to adopting the state-of-the-art design spacexgloration strategies for
NUCA, the exploration is also enhanced by considering oniphnetwork contention
and a wider spectrum of wiring and routing choices. Other kegontributions to the
tool include a dramatically improved search space along witfacilities to perform

trade-o analysis.

1.4 Dissertation Overview
The dissertation is organized as follows. Chapter 2 studi¢be design space
for on-chip wires and discusses their analytical models. I@&hapter 3, a novel
methodology is discussed to model NUCA caches and describ&CQT1 6.0 features
in detail. Chapter 4 introduces new cache pipelines that levage heterogeneous
interconnects to accelerate cache accesses. Followingti€hapter 5 describes the
application of heterogeneous interconnect in optimizingiier-core communications

and reducing coherence overhead. Finally, Chapter 6 studidneterogeneous in-



terconnect con guration in a clustered architecture, fotbwed by the conclusion in
Chapter 7.



CHAPTER 2

DESIGN SPACE OF ON-CHIP WIRES

This chapter provides a quick overview of factors that in uace wire properties
and describes di erent wire implementations for a heterogeous network. The
second half of the chapter details analytical models empleg for delay and power
calculation of various full-swing and low-swing wires emgyed in a heterogeneous
network.

2.1 Wire Implementations with Varying
Characteristics
The delay of a wire is a function of the RC time constant (R is ®stance and
C is capacitance). The resistance per unit length of the wirean be expressed by

the following equation [54]:

(2.1)

Ruire = (thickness  barrier)(width 2 barrier)
T hicknessand width represent the geometrical dimensions of the wire cross-sew,
barrier represents the thin barrier layer around the wire to preventopper from
di using into surrounding oxide, and is the material resistivity. The capacitance
per unit length can be modeled by four parallel-plate capaoirs for each side of the
wire and a constant for fringing capacitance [54]:

thickness width

Cuire = (2K  horip oiESS P
wire = 0(2K " oriz spacing ‘" Jayerspacing

)

+fringe ( horiz vert) (2-2)



The potentially di erent relative dielectrics for the vertical and horizontal ca-
pacitors are represented by, and e, K accounts for Miller-e ect coupling
capacitancesspacing represents the gap between adjacent wires on the same metal
layer, and layerspacing represents the gap between adjacent metal layers. Now

techniques that enable wires with varying properties are amined.

2.1.1 Wire Width and Spacing

As can be seen from equation (2.1), increasing the width ofd@hwire can signif-
icantly decrease resistivity, while also resulting in a maast increase in capacitance
per unit length (equation (2.2)). Similarly, increasing the spacing between adjacent
wires results in a drop inCyi.. By allocating more metal area per wire and
increasing the wire width and spacing, the overall e ect ishat the product of
Rwire and Cyie decreases, resulting in lower wire delays. The primary dirence
between wires in the dierent types of metal layers in modermprocessors is the
wire width and spacing (in addition to the thickness). Ho et h [54] report that a
10mm unbu ered wire at 180nm technology has delays of 57 FQ4&3 FO4s, and
6 FO4s on local, semiglobal, and global wires. Thus, wire widand spacing are
powerful parameters that can vary the latency by at least a faor of 10. However,
wide wires are more suited for low-bandwidth tra ¢ such as fo clock and power
distribution. If global communication involves the transér of 64-byte data between
cache banks or cores, employing 512 wide wires can have ermimarea overheads.
For a given metal area, the wider the wire, the fewer the numbeof wires that
can be accommodated (see Figure 2.1). Hence, optimizing aenior low delay by

designing wide wires has a negative impact on bandwidth.

2.1.2 Repeater Size and Spacing

The resistance and capacitance of a wire are both linear fummns of the wire
length. Hence, the delay of a wire, which depends on the practof wire resistance
and capacitance, is a quadratic function of wire length. A siple technique to

overcome this quadratic dependence is to break the wire intmultiple smaller
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Delay Optimized Bandwidth Optimized Power Optimized  Power and Bandwidth Optimized

Figure 2.1 . Examples of di erent wire implementations. Energy optimzed wires
have fewer and smaller repeaters, while bandwidth optimidewires have narrow
widths and spacing.

segments and connect them with repeaters [9]. As a result,revidelay becomes
a linear function of wire length and depends on the number oégments, the wire
delay across each segment, and the logic delay across eageater. Overall wire
delay can be minimized by selecting optimal repeater sizesdaspacing between
repeaters [9] and this technique is commonly employed in merth-day processors.
However, these repeaters have high overheads associatdti thiem. Contacts have
to be cut from the metal layer to the silicon substrate everyiie a logic element
is introduced in the middle of a wire. The contacts and the trasistors not only
impose area overheads and routing constraints, but also imge high capacitive
loads on the wires. Banerjee et al. [14, 15] report that sul®@nm designs will have
over a million repeaters and that optimally sized repeaterare approximately 450
times the minimum sized inverter at that technology point.

Energy in the interconnect can be reduced by employing repess that are
smaller than the optimally-sized repeaters and by increasy the spacing between
successive repeaters (see Figure 2.1). This increases alavire delay. Figure
2.2 shows the impact of repeater sizing and spacing on wirelale Figure 2.3,
shows the contours corresponding to the 2% delay penalty nements for di erent
repeater con gurations. Recently, Banerjee et al. [14] deloped a methodology to
estimate repeater size and spacing that minimizes power @mption for a xed
wire delay. They show that at 50nm technology, it is possibleo design a repeater

con guration such that the wire has twice the delay and $5" the energy of a wire
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Figure 2.2 . E ect of repeater spacing/sizing on wire delay.

that is delay-optimal. Thus, repeater size and spacing areapameters that can

dramatically in uence interconnect power and performance

2.1.3 Low-swing Wires

One of the primary reasons for the high power dissipation ofiapal wires is
the full swing (0 V to Vy) requirement imposed by the repeaters. While the
repeater spacing and sizing adjustments reduce power oveald to some extent,
the requirement is still relatively high. Low voltage swingalternatives represent
another mechanism to vary the wire power, delay, and area we-o . Reducing the
voltage swing on global wires can result in a linear reductian power. In addition,
assuming a separate voltage source for low-swing driverdlwesult in a quadratic
savings in power. However, these lucrative power savingseaccompanied by many
caveats. Since we can no longer use repeaters or latches, dbtay of a low-swing
wire increases quadratically with length. Since such a wicannot be pipelined, they
also su er from lower throughput. A low-swing wire requiresspecial transmitter

and receiver circuits for signal generation and ampli catin. This not only increases
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Figure 2.3 . Contours for 2% delay penalty

the area requirement per bit, but also assigns a xed cost iretms of both delay
and power for each bit traversal. In spite of these issues,dlpower savings possible
through low-swing signalling makes it an attractive desigichoice.

Due to xed overhead associated with low-swing wires, theiapplication is
bene cial only for long on-chip wires. Hence, the study linté the application

of low-swing wires to address and data network in large cache

2.1.4 Transmission Lines

In future technologies, other promising wire implementatins may become fea-
sible, such as transmission lines [31, 41]. In a transmigsibne, the wire delay is
determined by the time taken to detect a voltage ripple on thavire. This delay
is determined by the LC time constant and the velocity of the ipple, which is a
function of the speed of light in the dielectric surroundinghe interconnect. A

transmission line, therefore, enables very low wire lateies. For a wire to operate
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as a transmission line, it must have very high width, thicknss, horizontal and

vertical spacing, and signal frequency. There are other ifgmentation issues as
well, such as the design of signal modulation and sensingctiits, reference planes
above and below the metal layer, and shielding power and gmudi lines adjacent to

each transmission line [20].

Because of the large area requirements and other associategts, transmission
lines have been sparsely used in modern processors, usuabysingle wires for
clock distribution [86, 124, 128]. They have also been showa work in other
test CMOS chips [31, 43]. As we move to higher clock frequeesiand increasing
metal layers, transmission line implementations may becammore practical and
cost-e ective. However, owing to the high area requiremesitper wire, transmission
lines are likely to be feasible only for very low bandwidth comunication. Thus, a
transmission line represents another interesting wire ingmentation that trades o
bandwidth for extremely low latencies. However, due to theotnplexity associated

with transmission lines, they are not considered further ithis dissertation.

2.2 Heterogeneous Interconnects
From the above discussion, it is clear that a large number of drent wire imple-
mentations are possible, either by varying properties sues wire width/spacing and
repeater size/spacing, or by employing transmission linetn addition to traditional
global wires that are sized and spaced to optimize delay (theare referred to here
as B-Wires), there are at least three other interesting wire implemeattions that

the architecture can benet from:

P-Wires: Wires that are power-optimal. The wires have longer delaysadhey

employ small repeater sizes and wide repeater spacing.

W-Wires: Wires that are bandwidth-optimal. The wires have minimum wilth

and spacing and have longer delays.
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L-Wires: Wires that are latency-optimal. These wires employ very wilwidth
and spacing and have low bandwidth (potentially, a network wh fewer than
20 bits).

To limit the range of possibilities, P-Wires and W-Wires can be combined to form
a single wire implementation with minimum width and spacingand with small
repeater sizes and wide repeater spacing. Such wires havertelay characteristics,
but allow low power and high bandwidth (referred to asPW-Wires). Modern
technology allows more than 10 layers of metal in a processi@9]. The pitch
of wires in each layer is determined by technology constras(such as minimum
via size that can tolerate variation, minimum metal width, éc.) and metal area
budget. Typically low level metal layers constitute wires wh smaller pitch and
are employed for macro-level wiring. The latencies of thegeres are a fraction of a
cycle and their lengths scale down with process technologyhe growing disparity
between transistor and wire delay is more pronounced in togvel wires that are
used for time-critical communications across the chip. Thistudy assumes that
B and L wires are implemented in 8X (global) plane and PW wireare placed in
4X (semiglobal) plane. However, the proposed implementafis are possible in any

metal plane.

2.3 Analytical Models
The following sections discuss analytical delay and poweradels for di erent
wires. All the process speci ¢ parameters required for callating the transistor

and wire parasitics are obtained from ITRS [7].

2.3.1 Global Wires
For along repeated wire, the single pole time constant model the interconnect

fragment shown in Figure 2.4 is given by,

1 r
=( I_rs(co + Cp) + ;SCwire + Ruyire SG *+ 0:5Ryire Cuire I) (2.3)
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/
Repeate

Figure 2.4 . Interconnect segment

In the above equation,c, is the capacitance of the minimum sized repeatec,
is its output parasitic capacitance,r is its output resistance,l is the length of the
interconnect segment between repeaters, asds the size of the repeater normalized
to the minimum value. The values ofcy, c,, andrs are constant for a given process
technology. Wire parasiticsR,;;e and Cyi. represent resistance and capacitance
per unit length. The optimal repeater sizing and spacing vaks can be calculated

by di erentiating equation (2.3) with respect to s and | and equating it to zero.

s
2rs(Cco + Cp)
L opti = — 2.4
optimal Rwire Cwire ( )
> C
r .
Soptimal = Rs .er:O (2.5)
wire

The delay value calculated using the above gpima and Sepimal IS guaranteed
to have minimum value.

The total power dissipated is the sum of three main componentequation (2.6))
[14].

I:)total = I:)switching + I:)short circuit I:)Ieakage (2-6)
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The dynamic and leakage components of the repeaters in a wase computed

using equations (2.8) and (2.10).

S .
denamic = \ DZD fclock( Loptlmall (Cp + CO) + C) (2-7)
optima
+( Vv DD Wmin ISCfclockIoge?’)soptimal ﬁ (2-8)
optima

fciock 1S the operating frequencyW,,i, is the minimum width of the transistor,
| sc is the short-circuit current, and the value (=L )opimar Can be calculated from

equation (2.9).

S |

(E)optimal = 2p rscfc 1+ 05 1+

(2.9)

& £

3
I:)Ieakage = EVDD IIeakWn Soptimal (2-10)

| eak IS the leakage current andV, is the minimum width of the nMOS transistor.

With the above equations, it is possible to compute the delagnd power for
global and semiglobal wires. Wires faster than global wiresan be obtained by
increasing the wire width and spacing between the wires. Vs whose repeater
spacing and sizing are di erent from equation (2.4) and (2)5will incur a delay
penalty. For a given delay penalty, the power optimal repeat size and spacing can
be obtained from the contour shown in Figure 2.3. The actuaktculation involves

solving a set of di erential equations [14].

2.3.2 Low-swing Wires
A low-swing interconnect system consists of three main compents: (1) a
transmitter that generates and drives the low-swing signa(2) twisted di erential

wires, and (3) a receiver ampli er.
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Transmitter

For an RC tree with a time constant , the delay of the circuit for an input with

nite rise time is given by equation (2.11)

S

Vih Vih

where t; is the time constant of the tree,vy is the threshold voltage of the
transistor, t.se IS the rise time of the input signal, andb is the fraction of the

input swing in which the output changes b is assumed to be 0.5).

For falling input, the equation changes to

Vin 2tian bvin
log(1 —/)?+ ——— 2.12
[log( Vdd)] t Vag ( )

<

delay = t;

wheretsy, is the fall time of the input. For the falling input, a value of 0.4 is
assumed forb [125].

To get a reasonable estimate of the initial input signal rigéall time, two
inverters connected in series are considered. Leétbe the delay of the second

inverter. The tsy and t;se values for the initial input can be approximated to

d
tran = 1 v
t
d
tiise = Ve,
t

For the transmitter circuit shown in Figure 2.5, the model poposed by Ho et

al. [55] is employed.
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Figure 2.5 . Low-swing transmitter (actual transmitter has two such dicuits to
feed the di erential wires)

The total delay of the transmitter is given by,

tagelay = NaNUgelay + INVErter geay + driver gelay (2.13)

Each gate in the above equationnand, inverter , and driver) can be reduced to
a simple RC tree. Later, a Horowitz approximation [125] is g@ied to calculate
the delay of each gate. The power consumed in di erent gatesarc be derived

from the input and output parasitics of the transistors.

NAND gate: The equivalent resistance and capacitance values of a NAND

gate is given by,

Req =2 anos
Ceq =2 CPdrain +1:5 CNdrain + CL

where C_ is the load capacitance of the NAND gate and is equal to the iop

capacitance of the next gate. The value o€, is equal t0INVg,e (Cpgate +
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Cngate) Where equal to the input capacitance of the next gate. The @e of C,
is equal toINVsize (Cpgae + Cngae) Where INV ¢ is the size of the inverter

whose calculation is discussed later in this section.

NOTE: The drain capacitance of a transistor is highly nonliear. In the above
equation for C¢q, the e ective drain capacitance of two nMOS transistors con
nected in series is approximated to 1.5 times the drain captmnce of a single

nMQOS transistor.

nand — Req Ceq

Using the nang andtyse values in equation (2.12) nandgelay Can be calculated.

Power consumed by the NAND gate is given by

- 2
I:)nand - Ceq Vdd

The fall time (t¢4 ) of the input signal to the next stage (NOT gate) is given by

1

tran = nand
fall delay(l Vi

)

Driver:  To increase the energy savings in low-swing model, a separdow

voltage source for driving low-swing di erential wires is asumed. The size of
these drivers depends on its load capacitance, which in tumhepends on the
length of the wire. To calculate the size of the driver, the dve resistance of the

NMOS transistors for a xed desired rise time of eight FO4 isrst calculated.

Roo = Risetime
dive T C. In(0:5)
Rm
Wy = —— Wy
dr Rdrive min

In the above equation,C, is the sum of capacitance of the wire and input
capacitance of the sense ampli er.R,, is the drive resistance of a minimum

sized nMOS transistor andW,,, is the width of the minimum sized transistor.
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From the Rgive Value, the actual width of the pMOS transistor can be calcu-

lated. The model limits the transistor width to 100 times theminimum size.

NOTE: The driver resistanceRye Calculated above is valid only if the supply
voltage is set to full Vyq. Since low-swing drivers employ a separate low voltage
source, the actual drive resistance of these transistorsiMbe greater than the
pMOS transistor of the same size driven by the fuNyy. Hence, theRy;ive Value

is multiplied with an adjustment factor RES_ADJ to account for the poor
driving capability of the pMOS transistor. Based on the SPIE simulation,
RES_ADJ value is calculated to be 8.6.

NOT gate: The size of the NOT gate is calculated by applying the methodfo
logical e ort. Consider the NAND gate connected to the NOT gte that drives

a load of C_, whereC_ is equal to the input capacitance of the driver.

C

ath_effort =
p CNgate + CPgate

The delay will be minimum when the e ort in each stage is the sae.

q
stageeffort = (4=3) path_effort

C = (4=3) CL
NOT-" ™ stageeffort
INVize = CNOTin

CNgate + CPgate
Using the above inverter size, the equivalent resistance éthe capacitance of

the gate can be calculated.

Req = Rpmos
Ceq = CPdrain + CNdrain + CL

where C, for the inverter is equal to Cngate)-
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not — Req Ceq

Using the above no and tiy Vvalues, notyeay can be calculated. Energy con-

sumed by this NOT gate is given by
Enot = Ceq ded

The rise time for the next stage is given by

_ r10tdelay
trise -
Vin

Di erential Wires

To alleviate the high delay overhead of the un-repeated loswing wires, similar
to di erential bitlines, pre-emphasis and pre-equalizabn optimizations are em-
ployed. In pre-emphasis, the drive voltage of the driver is antained at higher
voltage than low-swing voltage. By overdriving these wirgst takes only a
fraction of time constant to develop the di erential voltage. In pre-equalization,
after a bit traversal, the dierential wires are shorted to recycle the charge.
Developing a di erential voltage on pre-equalized wires tes less time compared

to the wires with opposite polarity.

The following equations present the time constant and cap#ance values of the

segments that consist of low-swing drivers and wires.

tdriver = ( Rdriver (Cwire +2 Cdrain )+ RWire Cwire :2+( Rdriver + RWire) Csense_amp)
(2.14)

The Cyire and Ryire in the above equation represents resistance and capacitanc
parasitics of the low-swing wire. Rgiver and Cgyain  are resistance and drain
capacitance of the driver transistors. The pre-equalizain and pre-emphasis

optimizations bring down this time constant to 35% of the abee value.
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The total capacitance of the low-swing segment is given by

Cload = Cwire +2 Cdrain + Csense_amp

The dynamic energy due to charging and discharging of di ential wires is
given by

Cload VoverDrive Vlowswing

For our evaluations, an overdrive voltage of 400mV and a lowving voltage of

100mV is assumed.

Sense Amplier

Figure 2.6 shows the cross-coupled inverter sense ampli ercuit used at the
receiver. The delay and power values of the sense amplier ngedirectly

calculated from SPICE simulation and tabulated in Table 2.1

2.4 Summary

This chapter examined di erent wire implementations possile in a network. It
showed that wires come in a variety of avors with di erent paver, delay, and
bandwidth characteristics. Then, heterogeneous intercagct fabric is de ned
that consists of three di erent types of wires: low-latencylow-bandwidth wires
(L-wires), traditional base case wires (B-wires), and poweand bandwidth
e cient wires (PW-wires). The subsequent chapters will stuly how interconnect
choices in uence the design of large caches and explore teicues that leverage

di erent types of wires to improve power-delay characteritcs of on-chip caches.
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Figure 2.6 . Sense-ampli er circuit

Table 2.1 . Sense-ampli er delay and energy values for di erent pross technolo-

gies
Technology | Delay (ps) | Energy (fJ)
90nm 279 14.7
68nm 200 5.7
45nm 38 2.7
32nm 30 2.16




CHAPTER 3

INTERCONNECT DESIGN FOR LARGE
CACHES

Chapter 2 discussed various types of wires along with theiroper, delay, and
bandwidth characteristics. This chapter demonstrates howhe choice of these wires
in uences the design of on-chip caches. To design scalabdgge caches, many
recent proposals advocate splitting the cache into a largeumber of banks and
employing a network-on-chip (NoC) to allow fast access to adby banks (referred
to as Non-Uniform Cache Access (NUCA) Architecture).

Most studies on NUCA organizations have assumed a generic Q@nd fo-
cused on logical policies for cache block placement, movemeand search. Since
wire/router delay and power are major limiting factors in malern processors, this
work focuses on interconnect design and its in uence on NUCperformance and
power. With interconnect overheads appropriately accouat for, the optimal
cache organization is typically very dierent from that assimed in prior NUCA
studies. In an e ort to strengthen future NUCA design methoalogies and to make
interconnect models explicit to architects, the proposedethniques are incorporated
into an open-source cache modeling tool called CACTI.

CACTI 6.0, released as part of this work, is provided with twanajor extensions:
rst, the ability to model di erent types of wires, such as RC-based wires with
di erent power/delay characteristics and di erential low-swing buses are added to
the tool; second, the tool is enhanced to model Non-uniforma€he Access (NUCA).
In addition to adopting state-of-the-art design space expration strategies for
NUCA, the exploration is also enhanced by considering onipghnetwork contention

and a wider spectrum of wiring and routing choices. At the endf the chapter, a
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validation analysis of the new tool is presented along with ease study to showcase

how the tool can improve architecture research methodolas.

3.1 Need for an Enhanced Cache Modeling Tool

Multi-core processors will incorporate large and complexache hierarchies. The
Intel Montecito employs two 12 MB private L3 caches, one foraeh core [85], and
there is speculation that future 3D processors may dedicasn entire die for large
SRAM caches or DRAM main memory [23, 78, 103]. Therefore, & expected that
future processors will have to intelligently manage many nga-bytes of on-chip
cache. Future research will likely explore architectural echanisms to (i) organize
the L2 or L3 cache into shared/private domains, (ii) move dat to improve locality
and sharing, (iii) optimize the network parameters (topolgy, routing) for e cient
communication between cores and cache banks. Examples ofgming research in
these veins include [19, 21, 30, 33, 34, 45, 57, 59, 65, 75, 139].

Many cache evaluations employ the CACTI cache access modglitool [126] to
estimate delay, power, and area for a given cache size. The CH estimates are
invaluable in setting up baseline simulator parameters, ogputing temperatures of
blocks neighboring the cache, evaluating the merits/ovedads of novel cache organi-
zations (banking, recon guration, additional bits of stolage), etc. While CACTI 5.0
produces reliable delay/power/area estimates for moderglly sized caches, it does
not model the requirements of large caches in su cient dethi Besides, the search
space of the tool is limited and, hence, so is its applicatian power/performance
trade-o studies. With much of future cache research focudeon multimegabyte
cache hierarchy design, this is a serious short-coming. Hen in this work, the
CACTI tool is extended in many ways, with the primary goal of mproving the
delity of its large cache estimates. The tool can also aid itrade-o analysis; for
example, with a comprehensive design space exploration, CA 6.0 can identify

cache con gurations that consume three times less power fabout a 25% delay

penalty.
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The main enhancement provided in CACTI 6.0 is a very detailedhodeling of
the interconnect between cache banks. A large cache is tygpliy partitioned into
many smaller banks and an inter-bank network is responsibfer communicating
addresses and data between banks and the cache controllerarlier versions of
CACTI have employed a simple H-tree network with global wire and have assumed
uniform access times for every bank (a uniform cache accesshiéecture, referred
to as UCA). Recently, nonuniform cache architectures (NUCA65]) have also been
proposed that employ a packet-switched network between blas and yield access
times that are a function of where data blocks are found (not &unction of the
latency to the most distant bank). Support for such an archigecture within CACTI
is added.

As the size of the cache scales up, irrespective of using a kseswitched or
H-tree network, the delay and power of the network componentdominate the
overall cache access delay and power. Figure 3.1 shows thaé tH-tree of the
CACTI 5.0 model contributes an increasing percentage to theverall cache delay
as the cache size is increased from 2 to 32 MB. Its contributicto total cache
power is also sizable: around 50%. As the cache size increasiee bitline power
component also grows. Hence, the contribution of H-tree pewas a percentage
remains roughly constant. The inter-bank network itself issensitive to many
parameters, especially the wire signaling strategy, wireapameters, topology, router
con guration, etc. The new version of the tool carries out a@sign space exploration
over these parameters to estimate a cache organization thaitimizes a combination
of power/delay/area metrics for UCA and NUCA architectures Network contention
plays a nontrivial role in determining the performance of an-chip network design.
To consider its e ect, the design space exploration is augmied with empirical data
on network contention.

Components of the tool are partially validated against deti#ged Spice simula-
tions. Finally, an example case study is presented to demdrate how the tool can

facilitate architectural evaluations.
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Figure 3.1 . Contribution of H-tree network to overall cache delay and pwer

3.2 CACTI 6.0

Figure 3.2 shows the basic logical structure of a uniform dae access (UCA)
organization. The address is provided as input to the decodavhich then activates
a wordline in the data array and tag array. The contents of anrgire row (referred
to as asef) are placed on the bitlines, which are then sensed. The muyite tags
thus read out of the tag array are compared against the inputdalress to detect if
one of the ways of the set does contain the requested data. $lmomparator logic
drives the multiplexor that nally forwards at most one of the ways read out of the
data array back to the requesting processor.

The CACTI cache access model [112] takes in the following moajparameters
as input: cache capacity, cache block size (also known asleadine size), cache
associativity, technology generation, number of ports, ahnumber of independent
banks (not sharing address and data lines). As output, it prduces the cache

con guration that minimizes delay (with a few exceptions),along with its power
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Figure 3.2 . Logical organization of the cache (from CACTI 3.0 [108])

and area characteristics. CACTI models the delay, power, drarea of eight major
cache components: decoder, wordline, bitline, senseampmparator, multiplexer,
output driver, and inter-bank wires. The wordline and bitline delays are two of the
most signi cant components of the access time. The wordlinand bitline delays
are quadratic functions of the width and height of each arrayrespectively. In
practice, the tag and data arrays are large enough that it isie cient to implement
them as single large structures. Hence, CACTI patrtitions €a storage array (in
the horizontal and vertical dimensions) to produce smallesubarraysand reduce
wordline and bitline delays. The bitline is partitioned into Ndbl di erent segments,
the wordline is partitioned into Ndwl segments, and so on. Each subarray has its
own decoder and some central predecoding is now required tute the request to
the correct subarray. The most recent version of CACTI (veren 5.0) employs a
model for semiglobal (intermediate) wires and an H-tree nebrk to compute the
delay between the predecode circuit and the furthest cachelmrray. CACTI carries
out an exhaustive search across di erent subarray countsi(drent values of Ndbl,
Ndwl, etc.) and subarray aspect ratios to compute the cacherganization with
optimal total delay. Typically, the cache is organized intoa handful of subarrays.

An example of the cache's physical structure is shown in Figel 3.3.
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Figure 3.3 . Physical organization of the cache (from CACTI 3.0 [108])

3.2.1 Interconnect Modeling for UCA Caches

As already shown in Figure 3.1, as cache size increases, ttterconnect (within
the H-tree network) plays an increasingly greater role in tens of access time and
power. The interconnect overhead is impacted by (i) the nundy of subarrays, (ii)
the signaling strategy, and (iii) the wire parameters. Whi prior versions of CACTI
iterate over the number of subarrays by exploring di erent alues of Ndbl, Ndwl,
Nspd, etc., the model is restricted to a single signaling sttegy and wire type (global
wire). Thus, the design space exploration sees only a modeshount of variation
in the component that dominates the overall cache delay andper. Therefore, the
exploration is extended to also include a low-swing di erdial signaling strategy as
well as the use of local andiat wires whose characteristics are shown in Figure 3.4
and 3.5.

By examining these choices and carrying out a more comprelsere design space
exploration, CACTI 6.0 is able to identify cache organizatins that better meet the

user-speci ed metrics. Figure 3.6 shows a power-delay carwhere each point
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Figure 3.6 . Design space exploration with global wires

represents one of the many hundreds of cache organizatiomsmsidered by CACTI
5.0. The red points (bottom region) represent the cache orgaations that would
have been considered by CACTI 5.0 with its limited design spa exploration with
a single wire type (global wire with delay-optimal repeates). The yellow points
(middle region) in Figure 3.7 represent cache organizatisnvith di erent wire types
that are considered by CACTI 6.0. Clearly, by considering tl trade-o s made
possible with wires and expanding the search space, CACTIOGs able to identify
cache organizations with very relevant delay and power vads.

The choice of an H-tree network for CACTI 5.0 (and earlier vaions of CACTI)
was made for the following reason: it enables uniform accdsses for each bank,
which in turn, simplies the pipelining of requests across hie network. Since
low-swing wires cannot be pipelined and since they better amiize the trans-
mitter/receiver overhead over long transfers, a di erent etwork style is adopted
when using low-swing wires. Instead of the H-tree network, @llection of simple

broadcast buses is adopted that span across all the banks ¢eadus is shared by
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Figure 3.7 . Design space exploration with full-swing global wires (dg bottom
region), wires with 30% delay penalty (yellow, middle regig, and di erential
low-swing wires (blue, top region)

half the banks in a column { an example with eight banks is shawin Figure 3.8).
The banks continue to have uniform access times, as determthby the worst-case
delay. Since the bus is not pipelined, the wire delay limitshie throughput as well
and decreases the operating frequency of the cache. The eytine of a cache is
equal to the maximum delay of a segment that cannot be pipeka. Typically,
the sum of bitline and sense amplier delay decides the cyckme of a cache.
In a low-swing model, the cycle time is determined by the maxium delay of the
low-swing bus. Low-swing wires with varying width and spang are also considered
that further play into the delay/power/area trade-o s.

With low-swing wires included in the CACTI design space exptation, the tool
is able to identify many more points that yield low power at a prformance and area
cost. The blue points (top region) in Figure 3.7 represent # cache organizations

considered with low-swing wires. Thus, by leveraging di @nt wire properties, it



33

Differential wires Receiver

S

—— Sub-array

.

/4’:

Transmitter

Figure 3.8 . 8-bank data array with a di erential low-swing broadcast lus

is possible to generate a broad range of cache models with etient power/delay

characteristics.

3.2.2 NUCA Modeling

The UCA cache model discussed so far has an access time thadinmted by the
delay of the slowest sub-bank. A more scalable approach foitdre large caches is
to replace the H-tree bus with a packet-switched on-chip gtinetwork. The latency
for a bank is determined by the delay to route the request ancesponse between
the bank that contains the data and the cache controller. Staca NUCA model was
rst proposed by Kim et al. [65] and has been the subject of manarchitectural
evaluations. Therefore, CACTI is extended to support such BICA organizations
as well.

The tool rst iterates over a number of bank organizations: the cache is par-

titioned into 2N banks (whereN varies from 1 to 12); for eachN, the banks
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are organized in a grid with 2! rows (whereM varies from 0 toN). For each

bank organization, CACTI 5.0 is employed to determine the dpnal subarray

partitioning for the cache within each bank. Each bank is asgiated with a router.

The average delay for a cache access is computed by estimgtihe number of
network hops to each bank, the wire delay encountered on edabp, and the cache
access delay within each bank. It is further assumed that dadraversal through

a router takes upR cycles, whereR is a user-speci ed input. Router pipelines
can be designed in many ways: a four-stage pipeline is comryoadvocated [42],
and recently, speculative pipelines that take up three, twoand one pipeline stage
have also been proposed [42, 90, 98]. While the user is givée bption to pick

an aggressive or conservative router, the tool defaults tangloying a moderately
aggressive router pipeline with three stages.

More patrtitions lead to smaller delays (and power) within egh bank, but greater
delays (and power) on the network (because of the constantesheads associated
with each router and decoder). Hence, the above design spaoeloration is re-
quired to estimate the cache partition that yields optimal eélay or power. The above
algorithm was recently proposed by Muralimanohar and Balakwramonian [91]. The
algorithm is further extended in the following ways.

First, di erent wire types for the links between adjacent raters are explored.
These wires are modeled as low-swing di erential wires as lWwas local/global/fat
wires to yield many points in the power/delay/area spectrum

Second, di erent types of routers are modeled. The sizes af brs and virtual
channels within a router have a major in uence on router poweconsumption as well
as router contention under heavy load. By varying the numbeof virtual channels
per physical channel and the number of bu ers per virtual chanel, di erent points
on the router power-delay trade-o curve could be achieved.

Third, contention in the network in much greater detail is maleled. This itself
has two major components. If the cache is partitioned into mgy banks, there are
more routers/links on the network and the probability of two packets con icting

at a router decrease. Thus, a many-banked cache is more calgabf meeting the
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bandwidth demands of a many-core system. Further, certainspects of the cache
access within a bank cannot be easily pipelined. The longesich delay within the
cache access (typically the bitline and sense-amp delaygpresents the cycle time
of the bank { it is the minimum delay between successive acses to that bank.
A many-banked cache has relatively small banks and a relagily low cycle time,
allowing it to support a higher throughput and lower wait-times once a request is
delivered to the bank. Both of these two components (lower otention at routers
and lower contention at banks) tend to favor a many-banked syem. This aspect is
also included in estimating the average access time for a givcache con guration.

The contention values for each considered NUCA cache orgaation are empir-
ically estimated for typical workloads and incorporated ito CACTI 6.0 as look-up
tables. For the grid topologies considered (for di erent vimes ofN and M), L2 re-
guests originating from single-core, two-core, four-cqreight-core, and sixteen-core
processors are simulated. Each core executes a mix of pragsafrom the SPEC
benchmark suite. The benchmark set is divided into four caggries, as described
in Table 3.1.

For every CMP organization, four sets of simulations are ryrcorresponding to
each benchmark set tabulated. The generated cache tra c ishen modeled on a
detailed network simulator with support for virtual channd ow control. Details
of the architectural and network simulator are listed in Talle 3.2. The contention
value (averaged across the various workloads) at routersdibanks is estimated for

each network topology and bank cycle time. Based on the usgpeci ed inputs, the

Table 3.1 . Benchmark sets

Memory intensive applu, fma3d, swim, lucas
benchmarks equake, gap, vpr, art
L2/L3 latency ammp, apsi, art, bzip2,

sensitive benchmarks crafty, eon, equake, gcc
Half latency sensitive & | ammp, applu, lucas, bzip2
half non-latency crafy, mgrid,
sensitive benchmarks mesa, gcc
Random benchmark set Entire SPEC suite




Table 3.2 . Simplescalar simulator parameters

Fetch queue size
Branch predictor
Bimodal predictor size
Level 1 predictor
Level 2 predictor
BTB size
Branch mispredict penalty
Fetch width
Dispatch and commit width
Issue queue size
Register le size

64
comb. of bimodal and 2-level
16K
16K entries, history 12
16K entries
16K sets, 2-way
at least 12 cycles
8 (across up to 2 basic blocks)
8
60 (int and fp, each)
100 (int and fp, each)

Re-order Bu er size 80
L1 I-cache 32KB 2-way
L1 D-cache 32KB 2-way set-associative,

L2 cache 32MB 8-way SNUCA
3 cycles, 4-way word-interleaved
L2 Block size 64B
land D TLB 128 entries, 8KB page size

Memory latency
Network topology
Flow control mechanism
No. of virtual channels
Back pressure handling

300 cycles for the rst chunk
Grid
Virtual channel
4 /physical channel
Credit based ow control

appropriate contention values in the look-up table are takeinto account during the
design space exploration. Some of this empirical data is regented in Figure 3.9.
It is observed that for many-core systems, the contention ithe network can be as
high as 30 cycles per access (for a two banked model) and carbm®ignored during
the design space exploration.

For a network with completely pipelined links and routers, entention values
are only a function of the router topology and bank cycle timeand will not be
a ected by process technology or L2 cache size. It is assumieere that the cache
is organized as static-NUCA (SNUCA), where the address inddits determine the
unique bank where the address can be found and the accessrdistion does not
vary greatly as a function of the cache size. CACTI is desigd¢o be more generic
than specic. The contention values are provided as a guidek to most users.
If a user is interested in a more specic NUCA policy, there i®i0 substitute to

generating the corresponding contention values and incaating them in the tool.
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Figure 3.9 . Total network contention value/access for CMPs with di erent NUCA
organizations

As a case study in Section 3.3, a di erent NUCA policy is examed. If CACTI is
being employed to compute an optimal L3 cache organizatiotine contention values
will likely be much less because the L2 cache Iters out mosequests. To handle
this case, the average contention values are also computessaming a large 2 MB
L1 cache and this is incorporated into the model as well. In sumary, the network
contention values are impacted by the following parametersM, N, bank cycle
time, number of cores, router con guration (VCs, bu ers), and size of preceding
cache.

Figure 3.10 shows an example design space exploration for 2NAB NUCA
L2 cache while attempting to minimize latency. The X-axis sbws the number
of banks into which the cache is partitioned. For each pointrothe X-axis, many
di erent bank organizations are considered and the orgarazion with optimal delay
(averaged across all banks) is nally represented on the gpa. The Y-axis repre-
sents this optimal delay and it is further broken down to repesent the contributing

components: bank access time, link and router delay, routand bank contention.
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Figure 3.10 . NUCA design space exploration

It is observed that the optimal delay is experienced when theache is organized
as a2 4 grid of 8 banks. The improved methodology signi cantly impcts the

processor performance and power consumption. On an averafjee new cache
model improves performance by 114% along with 50% reductiam cache access

power. See the next chapter for methodology and detailed gtas.

3.2.3 Router Models

The ubiquitous adoption of the system-on-chip (SoC) paragm and the need
for high bandwidth communication links between di erent malules have led to
a number of interesting proposals targeting high-speed me&tirk switches/routers
[40, 88, 90, 98, 99]. This section provides a brief overview router complexity
and di erent pipelining options available. It ends with a summary of the delay and
power assumptions made for our NUCA CACTI model. For all the wluations,
virtual channel ow control is assumed because of its high tbughput and ability

to avoid deadlock in the network [40].
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Figure 3.11 shows a typical virtual channel router archite¢are and Figure 3.12
shows the di erent steps involved in routing a message to theppropriate destina-
tion [42]. A itis the smallest unit of ow control and is usually the number of bits
transmitted on a link in a single cycle. The size of the messagent through the
network is measured in terms of its. Every network messageonsists of a head it
that carries details about the destination of the message dra tail it indicating the
end of the message. If the message size is very small, the ha@adan also serve
the tail it's functionality. The highlighted blocks in Fig ure 3.12 correspond to
stages that are speci c to head its. Whenever a head it of a Bw message arrives
at an input port, the router stores the message in the input ber and the input
controller decodes the message to nd the destination. Aftehe decode process,
it is then fed to a virtual channel (VC) allocator. The VC allocator consists of
a set of arbiters and control logic that takes in requests fro messages in all the
input ports and allocates appropriate output virtual chanrels at the destination.
If two head its compete for the same channel, then dependingn the priority set
in the arbiter, one of the its gains control of the VC. Upon swcessful allocation
of the VC, the head it proceeds to the switch allocator. Oncehe decoding and
VC allocation of the head it are completed, the remaining its perform nothing
in the rst two stages. The switch allocator reserves the cgsbar so the its can
be forwarded to the appropriate output port. Finally, after the entire message is
handled, the tail it de-allocates the VC. Thus, a typical router pipeline consists
of four di erent stages with the rst two stages playing a rok only for head its.

Peh et al. [98] propose a speculative router model to redudeetpipeline depth of
virtual channel routers. In their pipeline, switch allocaton happens speculatively,
in parallel with VC allocation. If the VC allocation is not successful, the message is
prevented from entering the nal stage, thereby wasting theeserved crossbar time
slot. To avoid performance penalty due to mis-speculatiorihe switch arbitration
gives priority to nonspeculative requests over speculagvones. This new model

implements the router as a three-stage pipeline.
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Figure 3.11 . Router architecture

Figure 3.12 . Router pipeline [42]

The bulk of the delay in router pipeline stages comes from atkation and other
control overheads. Mullins et al. [90] remove the arbitratin overhead from the
critical path by precomputing the grant signals. The arbitation logic precomputes
the grant signal based on requests in previous cycles. If tkere no requests present
in the previous cycle, one viable option is to speculativelgrant permission to all
the requests. If two con icting requests get access to the & channel, one of the
operations is aborted. While successful speculations résa a single-stage router

pipeline, mis-speculations are expensive in terms of delapd power.
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Single stage router pipelines are not yet a commercial regli At the other end of
the spectrum is the high speed 1.2 GHz router in the Alpha 2138688]. The router
has eight input ports and seven output ports that includes far external ports to
connect o -chip components. The router is deeply pipelineavith eight pipeline
stages (including special stages for wire delay and ECC) tdav the router to run
at the same speed as the main core.

Essentially, innovations in router microarchitectures a on-going. The pipeline
depth ranges from a single cycle speculative model [90] to aight stage model
in the Alpha 21364 [88]. For the purpose of the study, the modsely aggressive
implementation with a 3-stage pipeline [98] is adopted. Thpower model is also
derived from a corresponding analysis by some of the same faats [120]. As a
sensitivity analysis, the results also show the e ect of enhgying router microarchi-
tectures with di erent pipeline latencies.

As discussed earlier, various routers have been proposedhwdi ering levels
of speculation and pipeline stages [42, 90, 98]. The numbefr stages for each
router is left as a user-speci ed input, defaulting to 3 cyes. For router power,
the analytical power models for crossbars is employed andbéers employed in
the Orion toolkit [123]. CACTI's RAM model is employed for rauter bu er power.
These represent the primary contributors to network poweri addition to link
power, which was discussed in the previous subsection). Adjropology is modelled
where each router has 5 inputs and 5 outputs, and considersréle points on the
power-performance trade-o curve. Each point provides a dirent number of
bu ers per virtual channel and a di erent number of virtual channels per physical
channel. Accordingly, a signi cant variation in bu er capacity (and power) and
contention cycles at routers is seen. As before, the contemt cycles are computed
with detailed network simulations. Table 3.3 speci es the liree types of routers

and their corresponding bu er, crossbar, and arbiter eneggvalues.
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Table 3.3 . Energy consumed (in J) by arbiters, bu ers, and crossbarof various
router con gurations at 32nm technology ( it size of 128 bis).

Component Con guration 1 | Con guration 2 | Con guration 3
4 VCs/PC 2VCs/PC 2 VCs/PC
16 bu ers/VC 8 bu ers/VC 2 buers/VC
Arbiter 0.33e-12 0.27e-12 0.27e-12
Crossbar (avg) 0.99e-11 0.99e-11 0.99e-11
Bu er read operation/VC 0.11e-11 0.76e-12 0.50e-12
Write bu er operation/VC 0.14e-11 0.10e-11 0.82e-12

3.2.4

For architectural studies, especially those related to meony hierarchy design,

Improvement in Trade-O Analysis

an early estimate of cache access time and power for a givepuhcon guration is
crucial to make informed decisions. As described in Secti@®2, CACTI 5.0 carries
out a design space exploration over various subarray paitins; it then eliminates
organizations that have an area that is 50% higher than the dimal area; it further
eliminates those organizations that have an access time walmore than 10% the
minimum value; and nally, it selects an organization usinga cost function that
minimizes power and cycle time.

Modern processor design is not singularly focused on perfance and many
designers are willing to compromise some performance forpiraved power. Many
future studies will likely carry out trade-o analyses invdving performance, power,
and area. To facilitate such analyses, the new version of theol adopts the
following cost function to evaluate a cache organization gking into account delay,

leakage power, dynamic power, cycle time, and area):

cost=
acctime

min _acctime
dyn_power

min _dyn_power
leak_power

min _leak_power
cycletime

min _cycletime

Wacc_ti me

Wdyn _power

Wleak _power

chcle_time
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area

&% min _area

The weights for each term Wacc_time ;Wdyn _power Wleak_power; chcle_time ;Warea)
indicate the relative importance of each term and these ar@eaci ed by the user as

input parameters in the con guration le:
-weight 100 20 20 10 10

The above default weights used by the tool re ect the priorig of these metrics
in a typical modern design. In addition, the following defalll line in the input

parameters speci es the user's willingness to deviate frotine optimal set of metrics:
-deviate 1000 1000 1000 1000 1000

The above line dictates that we are willing to consider a caehorganization where
each metric, say the access time, deviates from the lowestsgible access time
by 1000%. Hence, this default set of input parameters spees a largely uncon-
strained search space. The following input lines restriche tool to identify a cache

organization that yields least power while giving up at most0% performance:

-weight O 100 100 0 O
-deviate 10 1000 1000 1000 1000

3.3 Case Study

It is expected that CACTI 6.0 will continue to be used in archiectural eval-
uations in many traditional ways: it is often used to estima¢ cache parameters
while setting up architectural simulators. The new APl maks it easier for users to
make power, delay, and area trade-o s and this feature is egpted to be heavily
used for architectural evaluations that focus on power-e Ency or are attempting
to allocate power/area budgets to cache or processing. Withany recent research
proposals focused on NUCA organizations, it is also expedtthe tool to be heavily
used in that context. Since it is dicult to generalize NUCA implementations, it

is expected that users modeling NUCA designs may need to mfydthe model's
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parameters and details to accurately re ect their NUCA impémentation. Hence, as
a case study of the tool's operation, an example NUCA evaluah and its interplay
with CACTI 6.0 is presented.

Many recent NUCA papers have attempted to improve average cae access
time by moving heavily accessed data to banks that are in clegroximity to the
core [21, 34, 57, 59, 65]. This is commonly referred to as dyma-NUCA or D-
NUCA because a block is no longer mapped to a unique bank andhaaove between
banks during its L2 lifetime. A novel idea is postulated rstand then shown how
CACTI 6.0 can be employed to evaluate that idea. Evaluatingrad justifying such
an idea could constitute an entire paper { a high-level evaaion that highlights
the changes required to CACTI 6.0 is simply focussed here.

For a D-NUCA organization, most requests will be serviced bganks that are
close to the cache controller. Further, with D-NUCA, it is p@sible that initial
banks will have to be searched rst and the request forwardeoh if the data is not
found. All of this implies that initial banks see much higheractivity than distant
banks. To reduce the power consumption of the NUCA cache, & proposed that
heterogeneous banks be employed: the initial banks can emplsmaller power-
e cient banks while the distant banks can employ larger bank.

For the case study evaluation, it is focussed on a grid-basedUCA cache
adjacent to a single core. The ways of a set are distributed rass the banks,
SO a given address may reside in one of many possible bankseseling on the way
it is assigned to. Similar to D-NUCA proposals in prior work 5], when a block
is brought into the cache, it is placed in the most distant wayand it is gradually
migrated close to the cache controller with a swap between jadent ways on every
access. While looking for data, each candidate bank is seqgtially looked up until
the data is found or a miss is signaled.

Recall that CACTI 6.0 assumes an S-NUCA organization whereets are dis-
tributed among banks and each address maps to a unique bank.néh estimating
average access time during the design space explorationjsitassumed that each

bank is accessed with an equal probability. The network andank contention values
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are also estimated for an S-NUCA organization. Thus, two cinges have to be made

to the tool to re ect the proposed implementation:

The design space exploration must partition the cache spaaato two: the
bank sizes for each partition are estimated independentlg/lowing the initial

banks to have one size and the other banks to have a di erenizsi.

Architectural evaluations have to be performed to estimatehe access fre-
qguencies for each bank and contention values so that averaggeess time can

be accurately computed.

With the simulation infrastructure, it is considered a 32 MB16-way set-associative
L2 cache and modeled the migration of blocks across ways asthia above D-NUCA
policy. Based on this, the access frequency shown in Figur&3was computed, with
many more accesses to initial banks (unlike the S-NUCA casén&re the accesses
per bank are uniform). With this data integrated into CACTI 6.0, the design
space exploration loop of CACTI 6.0 was wrapped around witthe following loop

structure:

for i = 0 to 100

# Assume % of the cache has one

# bank size and the remaining

# (100-1)% has a different bank size

for the first i% of cache,
perform CACTI 6.0 exploration
(with new access frequencies
and contention)

for the remaining (100-i)% of cache,
perform CACTI 6.0 exploration
(with new access frequencies

and contention)
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Figure 3.13 . Access frequency for a 32MB cache. The y-coordinate of a qtan
the curve corresponds to the percentage of accesses that barsatis ed with x KB
of cache

As an input, the -weight and -deviate parameters are provided to specify that
an organization that minimizes power while yielding perfanance within 10% of
optimal is looked for. The output from this modi ed CACTI 6.0 indicates that the
optimal organization employs a bank size of 4MB for the rst &MB of the cache
and a bank size of 8MB for the remaining 16MB. The average pomeonsumption
for this organization is 20% lower than the average power paccess for the S-NUCA

organization yielded by unmodi ed CACTI 6.0.

3.4 Validation
The newly added modules in CACTI 6.0 are validated against gh delity
SPICE models. This includes low-swing wires, router compents, and improved
bitline and wordline models. Since SPICE results depend omd& model les for
transistors, the technology modeling changes made to thecemnt version of CACTI
(version 5) is rst discussed followed by the methodology fovalidating the newly
added components to CACTI 6.0.
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Earlier versions of CACTI (version one through four) assuntelinear technology
scaling for calculating cache parameters. All the power, @y, and area values are
rst calculated for 800nm technology and the results are ligarly scaled to the user
speci ed process value. While this approach is reasonablgaurate for old process
technologies, it can introduce nontrivial error for deep samicron technologies (less
than 90nm). This problem is xed in CACTI 5 [116] by adopting ITRS parameters
for all calculations. The current version of CACTI supportsfour di erent process
technologies (90nm, 65nm, 45nm, and 32nm) with process spewalues obtained
from ITRS. Though ITRS projections are invaluable for quickanalytical estimates,
SPICE validation requires technology model les with grear detail and ITRS
values cannot be directly plugged in for SPICE veri cation. The only noncom-
mercial data available publicly for this purpose for recenprocess technologies is
the Predictive Technology Model (PTM) [6]. For our validaton, the HSPICE
tool was employed along with the PTM 65 nm model le for validéing the newly
added components. The simulated values obtained from HSHECare compared
against CACTI 6.0 analytical models that take PTM parametes as input®. The
analytical delay and power calculations performed by the t primarily depend
on the resistance and capacitance parasitics of transissorFor our validation, the
capacitance values of source, drain, and gate of n and p trésters are derived
from the PTM technology model le. The threshold voltage andhe on-resistance
of the transistors are calculated using SPICE simulationdn addition to modeling
the gate delay and wire delay of di erent components, our amgical model also
considers the delay penalty incurred due to the nite rise the and fall time of an
input signal [126].

Figures 3.14 and 3.15 show the comparison of delay and powetues of the
di erential, low-swing analytical models against SPICE véues. As mentioned

earlier, a low-swing wire model can be broken into three compents: transmitter

1The PTM parameters employed for veri cation can be directly used for CACTI simulations.
Since most architectural and circuit studies rely on ITRS parameters, CACTI by default assumes
ITRS values to maintain consistency.
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Figure 3.14 . Low-swing model delay veri cation

(that generates the low-swing signal), di erential wire$, and sense ampli ers. The
modeling details of each of these components are discusse®ection 2.3.2. Table
3.4 shows the delay and power values of each of these compthdar a 5mm
low-swing wire.

Though the analytical model employed in CACTI 6.0 dynamicdy calculates the
driver size appropriate for a given wire length, for the wiréength of our interest,
it ends up using the maximum driver size (which is set to 100rties the minimum
transistor size) to incur minimum delay overhead. Earlier ersions of CACTI also
had the problem of overestimating the delay and power values$ the sense-ampli er.
CACTI 6.0 eliminates this problem by directly using the SPIE generated values
for sense-amp power and delay. On an average, the low-swingenmodels are
veri ed to be within 12% of the SPICE values.

2Delay and power values of low-swing driver is also reported sapart of di erential wires.
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Figure 3.15 . Low-swing model energy veri cation

Table 3.4 . Delay and energy values of di erent components for a 5mm leswing
wire.

Transmitter Delay, SPICE - 84ps, CACTI - 92ps Power, SPICE - 7.2f) , CACTI - 7.5
Di erential Wires | Delay, SPICE - 1.204ns, CACTI - 1.395ns| Power, SPICE - 29.9fJ, CACTI - 34f]
Sense ampli er Delay, SPICE - 200ps Power, SPICE - 5.7fJ

The lumped RC model used in prior versions of CACTI for bitlies and wordlines
are replaced with a more accurate distributed RC model in CAO 6.0. Based on
a detailed spice modeling of the bitline segment along wittheé memory cells, the
di erence between the old and new model is found to be aroundl% at 130 nm
technology. This di erence can go up to 50% with shrinking mrcess technologies
as wire parasitics become the dominant factor compared toamsistor capacitance
[100]. Figure 3.16 and 3.17 compare the distributed wordenand bitline delay
values and the SPICE values. The length of the wordlines ortbhes (speci ed in

terms of memory array size) are carefully picked to repredeam wide range of cache
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Figure 3.16 . Distributed wordline model veri cation

sizes. On an average, the new analytical models for the disuited wordlines and
bitlines are veri ed to be within 13% and 12% of SPICE generatl values.

Bu ers, crossbars, and arbiters are the primary componenis a router. CACTI
6.0 uses its scratch RAM model to calculate read/write powelfor router bu ers.
Orion's arbiter and crossbar model is employed for calcuiag router power and

these models have been validated by Wang et al. [121].

3.5 Related Work
The CACTI tool was rst released by Wilton and Jouppi in 1993 126] and it
has undergone four major revisions since then [104, 108, [L1More details on the
latest CACTI 5.0 version are provided in Section 3.2. The pmary enhancements
of CACTI 2.0 [104] were power models and multi-ported cacheSACTI 3.0 [108]
added area models, independently addressed banks, and betiense-amp circuits;
CACTI 4.0 [112] improved upon various SRAM circuit structues, moved from

aluminium wiring to copper, and included leakage power molde CACTI 5.0 adds
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Figure 3.17 . Distributed bitline model veri cation

support for DRAM modeling. The CACTI 6.0 extensions descried in this paper
represent a major shift in focus and add support for new inteonnect components
that dominate cache delay and power. Unlike the prior revisns of CACTI that
focused on bank and SRAM cell modeling, the current revisidoncuses on intercon-
nect design. The results in later sections demonstrate th#te estimates of CACTI
6.0 are a signi cant improvement over the estimates of CACTb.O.

A few other extensions of CACTI can also be found in the litetare, including
multiple di erent versions of e-CACTI (enhanced CACTI). eCACTI from the Uni-
versity of California-Irvine models leakage parameters drgate capacitances within
a bank in more detail [81] (some of this is now part of CACTI 4.0112]). A prior
version of eCACTI [3] has been incorporated into CACTI 3.0 [18]. 3DCACTI is a
tool that implements a cache across multiple stacked dies émonsiders the e ects
of various inter-die connections [117].

A number of tools [10, 27, 44, 51, 111, 119, 123] exist in théelature to

model network-on-chip (NoC). The Orion toolkit from Princgon does a thorough
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analytical quanti cation of dynamic and leakage power witlin router elements [123]
and some of this is included in CACTI 6.0. However, Orion doesot consider
interconnect options, nor carry out a design space explorah (since it is oblivious
of the properties of the components that the network is conoéng). NOCIC [119]

is another model that is based on Spice simulations of varigsignaling strategies.

Given a tile size, it identi es the delay and area needs of dasignaling strategy.

3.6 Summary
This chapter describes a novel cache modeling methodologydademonstrates
the role of interconnect in deciding the characteristics dfirge caches. The pro-
posed innovations are incorporated into an open-source bacmodeling tool called
CACTI. The following points summarize some of the key contbutions made to the

tool:
Extends the design space exploration to di erent wire and nater types.

Considers the use of low-swing di erential signaling in adtion to traditional

global wires.

Incorporates the e ect of network contention during the deign space explo-

ration.
Takes bank cycle time into account in estimating the cache bawidth.
Validates a subset of the newly incorporated models.

Improves upon the tool API, including the ability to specify novel metrics

involving power, delay, area, and bandwidth.

The new version of the tool released as CACTI 6.0 identi es aumber of relevant
design choices on the power-delay-area curves. The estiegabf CACTI 6.0 can
di er from the estimates of CACTI 5.0 signi cantly, especidly when more fully
exploring the power-delay trade-o space. CACTI 6.0 is ableo identify cache

con gurations that can reduce power by a factor of three, wie incurring a 25%
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delay penalty. Components of the tool are validated againspice simulations
and results showed good agreement between analytical andrsistor-level models.
Finally, an example case study of heterogeneous NUCA banis presented that

demonstrates how the tool can bene t architectural evaluadns.



CHAPTER 4

NOVEL CACHE PIPELINES

4.1 Leveraging Interconnect
Choices for Performance
Optimizations

The previous chapter discussed the critical role played bynterconnects in
deciding the power and performance characteristics of lagcaches. With wire
delay accounting for more than 80% of the access time in largaches, a number of
innovations are possible by focusing on interconnect desigThis chapter discusses
how to leverage the high-speed L-wires 2 to improve cache fsemance. All the
proposed innovations guarantee equal complexity with respt to metal area in both
baseline model and proposed models.

Consistent with most modern implementations, it is assumethat each cache
bank stores the tag and data arrays and that all the ways of a sare stored in a
single cache bank. For most of this discussion, it is assum#tit there is enough
metal area to support a baseline inter-bank network that acanmodates 256 data
wires and 64 address wires, all implemented as minimum-widivires on the 8X
metal plane (the 8X-B-wires in Table 4.1). A higher bandwidt inter-bank network
does not signi cantly improve IPC, so itis believed that ths is a reasonable baseline.
Next, optimizations that incorporate di erent types of wires, without exceeding the

above metal area budget, is considered.

4.1.1 Early Look-Up

L-wires can be leveraged for low latency, but they consumeght times the area

of a B-wire on the 8X metal plane. The implementation of a 16#bL-network will



55

Table 4.1 . Delay and area characteristics of di erent wire implemerttions at 65
nm technology.

Wire Type | Relative Latency | Relative Area | Latency (ns/mm) | Wiring Pitch (nm)

8X-B-Wire 1x 1x 0:122 210

4X-B-Wire 2:0x 0:5x 0:244 105
L-Wire 0:25x 8x 0:03 1680

require that 128 B-wires be eliminated to maintain constantmetal area. Consider
the following heterogeneous network that has the same metalea as the baseline:
128 B-wires for the data network, 64 B-wires for the addressetwork, and 16
additional L-wires.

In a typical cache implementation, the cache controller sels the complete
address as a single message to the cache bank. After the mgesaaches the cache
bank, it starts the look-up and selects the appropriate setThe tags of each block
in the set are compared against the requested address to itinthe single block
that is returned to the cache controller. It is observed thatthe least signi cant
bits of the address (LSB) are on the critical path because theare required to
index into the cache bank and select candidate blocks. The stosigni cant bits
(MSB) are less critical since they are required only at the thcomparison stage
that happens later. This opportunity can be exploited to brak the traditional
sequential access. A partial address consisting of LSB caa transmitted on the
low bandwidth L-network and cache access can be initiated @®on as these bits
arrive at the destination cache bank. In parallel with the bak access, the entire
address of the block is transmitted on the slower address meirk composed of
B-wires. ( This design choice is referred to agption-A). When the entire address
arrives at the bank and when the set has been read out of the ba¢ the MSB is
used to select at most a single cache block among the candeldiocks. The data
block is then returned to the cache controller on the 128-bivide data network.
The proposed optimization is targeted only for cache read€ache writes are not

done speculatively and wait for the complete address to uptathe cache line.
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For a 512 KB cache bank with a block size of 64 bytes and a set asigtivity
of 8, only 10 index bits are required to read a set out of the dae bank. Hence,
the 16-bit L-network is wide enough to accommodate the indebits and additional
control signals (such as destination bank). In terms of impmentation details, the
coordination between the address transfers on the L-netwoand the slower address
network can be achieved in the following manner. Only a sirglearly look-up is
allowed to happen at a time and the corresponding index bitsr@& maintained in a
register. If an early look-up is initiated, the cache bank pieline proceeds just as in
the base case until it arrives at the tag comparison stage. Ais point, the pipeline
is stalled until the entire address arrives on the slower adeiss network. When this
address arrives, it checks to see if the index bits match thadex bits for the early
look-up currently in progress. If the match is successfulhé pipeline proceeds with
tag comparison. If the match is unsuccessful, the early loalp is squashed and the
entire address that just arrived on the slow network is usedtstart a new L2 access
from scratch. Thus, an early look-up is wasted if a di erent ddress request arrives
at a cache bank between the arrival of the LSB on the L-networknd the entire
address on the slower address network. If another early lcak request arrives
while an early look-up is in progress, the request is simplyulered (potentially at
intermediate routers). For the simulations, supporting mitiple simultaneous early
look-ups was not worth the complexity.

The early look-up mechanism also introduces some redundgna the system.
There is no problem if an early look-up fails for whatever resan { the entire address
can always be used to look up the cache. Hence, the transnosson the L-network
does not require ECC or parity bits.

Apart from the network delay component, the major contribubrs to the access
latency of a cache are delay due to decoders, wordlines, inidls, comparators,
and drivers. Of the total access time of the cache, dependimg the size of the
cache bank, around 60-80% of the time has elapsed by the tinfeetcandidate sets
are read out of the appropriate cache bank. By breaking the geential access as

described above, much of the latency for decoders, bitlinegordlines, etc., is hidden
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behind network latency. In fact, with this optimization, it may even be possible to
increase the size of a cache bank without impacting overalt@ess time. Such an
approach will help reduce the number of network routers ancheir corresponding
power/area overheads. In an alternative approach, circu¥LSI techniques can
be used to design banks that are slower and consume less poygfer example,
the use of body-biasing and high-threshold transistors). e exploration of these

optimizations is left for future work.

4.1.2 Aggressive Look-Up

While the previous technique is e ective in hiding a major pet of the cache
access time, it still su ers from long network delays in theransmission of the entire
address over the B-wire network. In an alternative implemeation (referred to as
option-B), the 64-bit address network can be eliminated and the en@raddress
is sent in a pipelined manner over the 16-bit L-network. Fourits are used to
transmit the address, with the rst it containing the index bits and initiating
the early look-up process. In Section 6.4, it is shown that ik approach increases
contention in the address network and yields little perforrance bene t.

To reduce the contention in the L-network, an optimization $ introduced that
is referred to asAggressive look-ugor option-C). By eliminating the 64-bit address
network, the width of the L-network can be increased by eightits without exceed-
ing the metal area budget. Thus, in a single it on the L-netwak, in addition to
the index bits required for an early look-up, eight bits of tle tag is also transmitted.
For cache reads, the rest of the tag is not transmitted on theetwork. This subset
of the tag is used to implement a partial tag comparison at theache bank. Cache
writes still require the complete address and the addresssent in multiple its over
the L-network. According to this simulations, for 99% of altache reads, the partial
tag comparison yields a single correct matching data blockn the remaining cases,
false positives are also agged. All blocks that ag a partiatag match must now be
transmitted back to the CPU cache controller (along with thé tags) to implement

a full tag comparison and locate the required data. Thus, thbandwidth demands
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are reduced on the address network at the cost of higher banidih demands on
the data network. As shown in the results, this is a worthwhé trade-o .

With the early look-up optimization, multiple early look-ups at a bank are
disallowed to simplify the task of coordinating the transnssions on the L and B
networks. The aggressive look-up optimization does not rege this coordination,
so multiple aggressive look-ups can proceed simultanequst a bank. On the other
hand, ECC or parity bits are now required for the L-network beause there is no
B-network transmission to fall back upon in case of error. TénL-network need not
accommodate the MSHR-id as the returned data block is accompied with the
full tag. In a CMP, the L-network must also include a few bits o indicate where
the block must be sent to. Partial tag comparisons exhibit god accuracy even if
only ve tag bits are used, so the entire address request mayills t in a single
it. The probability of false matches can be further reducedby performing tag
transformation and carefully picking the partial tag bits B4].

In a CMP model that maintains coherence among L1 caches, depég on the
directory implementation, aggressive look-up will attempto update the directory
state speculatively. If the directory state is maintained aicache banks, aggressive
look-up may eagerly update the directory state on a partialag match. Such a di-
rectory does not compromise correctness, but causes somaeagessary invalidation
tra ¢ due to false positives. If the directory is maintained at a centralized cache
controller, it can be updated nonspeculatively after perfoning the full tag-match.

Clearly, depending on the bandwidth needs of the applicatioand the available
metal area, any one of the three discussed design options nmsrform best. The
point here is that the choice of interconnect can have a majampact on cache
access times and is an important consideration in determmg an optimal cache
organization. Given the set of assumptions, the results irhé next section show

that option-C performs best, followed by option-A, followd by option-B.



59

4.1.3 Hybrid Network

The optimal cache organization selected by CACTI 6.0 is badg®n the assump-
tion that each link employs B-wires for data and address trasfers. The discussion
in the previous two subsections makes the case that di erertypes of wires in the
address and data networks can improve performance. If L-ws are employed for
the address network, it often takes less than a cycle to tramst a signal between
routers. Therefore, part of the cycle time is wasted and mosf the address network
delay is attributed to router delay. Hence, an alternative opology for the address
network is proposed. By employing fewer routers, full advaéage of the low latency
L-network is taken and lowers the overhead from routing deya. The corresponding
penalty is that the network supports a lower overall bandwith.

Figure 4.1 shows the proposed hybrid topology to reduce theuting overhead
in the address network for uniprocessor models. The addresstwork is now a
combination of point-to-point and bus architectures. Eachrow of cache banks is
allocated a single router and these routers are connected ttte cache controllers
with a point-to-point network, composed of L-wires. The cdwe banks in a row
share a bus composed of L-wires. When a cache controller reeg a request from
the CPU, the address is rst transmitted on the point-to-pont network to the
appropriate row and then broadcast on the bus to all the cachiganks in the row.
Each hop on the point-to-point network takes a single cyclefdr the 4x4-bank
model) of link latency and three cycles of router latency. Téa broadcast on the bus
does not su er from router delays and is only a function of lik latency (2 cycles
for the 4x4 bank model). Since the bus has a single master (theuter on that
row), there are no arbitration delays involved. If the bus leency is more than a
cycle, the bus can be pipelined [69]. For the simulations imis study, it is assumed
that the address network is always 24 bits wide (just as in omn-C above) and
the aggressive look-up policy is adopted (blocks with padi tag matches are sent
to the CPU cache controller). As before, the data network cdimues to employ
the grid-based topology and links composed of B-wires (1B8-network, just as in

option-C above).
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Figure 4.1 . Hybrid network topology for a uniprocessor.

A grid-based address network (especially one composed ofvices) su ers from
huge metal area and router overheads. The use of a bus compstL-wires helps
eliminate the metal area and router overhead, but causes amordinate amount of
contention for this shared resource. The hybrid topology #it employs multiple
buses connected with a point-to-point network strikes a gabbalance between
latency and bandwidth as multiple addresses can simultanesly be serviced on
di erent rows. Thus, in this proposed hybrid model, three foms of heterogeneity
have been introduced: (i) di erent types of wires are beingsed in data and address
networks, (ii) di erent topologies are being used for data@d address networks, (iii)
the address network uses di erent architectures (bus-bageand point-to-point) in

di erent parts of the network.

4.2 Results

4.2.1 Methodology
This simulator is based on Simplescalar-3.0 [26] for the Alp AXP ISA. Ta-

ble 4.2 summarizes the con guration of the simulated systemAll the delay and
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Table 4.2 . Simplescalar simulator parameters.

Fetch queue size 64
Branch predictor comb. of bimodal and 2-level
Bimodal predictor size 16K
Level 1 predictor 16K entries, history 12
Level 2 predictor 16K entries
BTB size 16K sets, 2-way
Branch mispredict penalty at least 12 cycles
Fetch width 8 (across up to 2 basic blocks)
Dispatch and commit width 8
Issue queue size 60 (int and fp, each)
Register le size 100 (int and fp, each)
Re-order Bu er size 80
L1 I-cache 32KB 2-way
L1 D-cache 32KB 2-way set-associative,
L2 cache 32MB 8-way SNUCA
3 cycles, 4-way word-interleaved
L2 Block size 64B
land D TLB 128 entries, 8KB page size
Memory latency 300 cycles for the rst chunk

power calculations are for a 65 nm process technology and aail frequency of 5
GHz. Contention for memory hierarchy resources (ports andukers) is modeled in
detail. A 32 MB on-chip level-2 static-NUCA cache is assumeaghd employs a grid
network for communication between di erent L2 banks.

The network employs two unidirectional links between neidioring routers and
virtual channel ow control for packet traversal. The route has ve input and
ve output ports. Four virtual channels are assumed for eacphysical channel and
each channel has four bu er entries (since the it counts of mssages are small, four
bu ers are enough to store an entire message). The networkassadaptive routing
similar to the Alpha 21364 network architecture [88]. If thee is no contention,
a message attempts to reach the destination by rst traverag in the horizontal
direction and then in the vertical direction. If the messagencounters a stall, in
the next cycle, the message attempts to change direction, dstill attempting to
reduce the Manhattan distance to its destination. To avoid dadlock due to adaptive
routing, of the four virtual channels associated with eachertical physical link, the

fourth virtual channel is used only if a message destinatiois in that column. In
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other words, messages with un nished horizontal hops aresteicted to use only
the rst three virtual channels. This restriction breaks the circular dependency
and provides a safe path for messages to drain via deadlookef VC4. All the
proposals are evaluated for uniprocessor and CMP processoodels. This CMP
simulator is also based on Simplescalar and employs eightt-@f-order cores and
a shared 32MB level-2 cache. For most simulations, the sametwork bandwidth
parameters outlined in Section 6.3 is assumed and reiterdtén Table 4.3. Since
network bandwidth is a bottleneck in the CMP shown, the CMP rsults with twice
as much bandwidth. As a workload, the SPEC2k programs empleg is executed
for 100 million instruction windows identi ed by the Simpont toolkit [107]. The
composition of programs in this multiprogrammed CMP worklad is described in

the next subsection.

4.2.2 IPC Analysis

The behavior of processor models is examined with eight drent cache con-
gurations summarized in Table 4.3. The rst six models helpdemonstrate the
improvements from the most promising novel designs, and thast two models
show results for other design options that were also considd and serve as useful
comparison points.

The rst model is based on methodologies in prior work [65], ere the bank size

is calculated such that the link delay across a bank is lessah one cycle. All other

Table 4.3 . Summary of di erent models simulated. Global 8X wires aressumed
for the inter-bank links. \A" and \D" denote the address and data networks,
respectively.

MODEL | LINK LATENCY BANK ACCESS | BANK NETWORK LINK CONTENTS DESCRIPTION
(VERT,HORIZ) TIME COUNT

MODEL 1 11 3 512 B-WIRES (256D, 64A) BASED ON PRIOR WORK

MODEL 2 4,3 17 16 B-WIRES (256D, 64A) DERIVED FROM CACTIL2

MODEL 3 4,3 17 16 B-WIRES (128D, 64A) & L-WIRES (16A) IMPLEMENTS EARLY LOOK-UP

MODEL 4 4,3 17 16 B-WIRES (128D) & L-WIRES (24A) IMPLEMENTS AGGRESSIVE LOOK-UP

MODEL 5 HYBRID 17 16 L-WIRES (24A) & B-WIRES (128D) LATENCY-BANDWIDTH TRADEOFF

MODEL 6 4,3 17 16 B-WIRES (256D), 1CYCLE ADD IMPLEMENTS OPTIMISTIC CASE

MODEL 7 11 17 16 L-WIRES (40A/D) LATENCY OPTIMIZED

MODEL 8 4,3 17 16 B-WIRES (128D) & L-WIRES (24A) ADDRESS-L-WIRES & DATA-B-WIRES
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models employ the proposed CACTI 6.0 tool to calculate the dmum bank count,
bank access latency, and link latencies (vertical and hodatal) for the grid network.
Model two is the baseline cache organization obtained withATTI 6.0 that employs
minimum-width wires on the 8X metal plane for the address andata links. Model
three and four augment the baseline interconnect with an Letwork to accelerate
cache access. Model three implements the early look-up posal (Section 4.1.1)
and model four implements the aggressive look-up propos&ection 4.1.2). Model
ve simulates the hybrid network (Section 4.1.3) that emplgs a combination of bus
and point-to-point network for address communication. As igcussed in Section 6.3,
the bandwidths of the links in all these simulated models aradjusted such that
the net metal area is constant. All of the above optimizatios help speed up the
address network and do not attempt to improve the data netwde. To get an idea
of the best performance possible with such optimizations tive address network,
an optimistic model (model six) is simulated where the reqsécarrying the address
magically reaches the appropriate bank in one cycle. The datransmission back
to the cache controller happens on B-wires just as in the othenodels.

Model seven employs a network composed of only L-wires andibaddress and
data transfers happen on the L-network. Due to the equal metarea restriction,
model seven o ers lower total bandwidth than the other model and each message
is correspondingly broken into more its. Model eight simwdtes the case where the
address network is entirely composed of L-wires and the dateetwork is entirely
composed of B-wires. This is similar to model four, except ¢ instead of perform-
ing a partial tag match, this model sends the complete addresn multiple its on
the L-network and performs a full tag match.

Figure 4.2 shows the IPCs (average across the SPEC2k suitey fll eight
processor models, normalized against model one. It also slahe average across
programs in SPEC2k that are sensitive to L2 cache latency. dgiire 4.3 shows the
IPCs for models one through six for each individual prograni@ sensitive programs
are highlighted in the gure). Table 4.4 quanti es the averaye L2 access times with

the proposed optimizations as a function of bank count. In e of having the least



64

EAll Benchmarks [ Latency Sensitive Benchmarks

3.0

25

2.0 A

15+

Normalized IPC

1.0 1

0.5

0.0 -

Model 1
Model 2
Model 3
Model 4
Model 5
Model 6
Model 7
Model 8

Figure 4.2 . Normalized IPCs of SPEC2000 benchmarks for dierent L2 che
con gurations (B-wires implemented on the 8X metal plane).

possible bank access latency (3 cycles as against 17 cyade®ther models), model
one has the poorest performance due to high network overhsadssociated with
each L2 access. Model two, the performance-optimal cacheyamization derived
from CACTI 6.0, performs signi cantly better, compared to nodel one. On an
average, model two's performance is 73% better across alethbhenchmarks and
114% better for benchmarks that are sensitive to L2 latencyThis performance
improvement is accompanied by reduced power and area fromings fewer routers.
The early look-up optimization discussed in Section 4.1.Inproves upon the
performance of model two. On an average, model three's perfance is 6% better,
compared to model two across all the benchmarks and 8% bettier L2-sensitive
benchmarks. Model four further improves the access time di¢ cache by perform-
ing the early look-up and aggressively sending all the blogkhat exhibit partial
tag matches. This mechanism has 7% higher performance, camgd to model
two across all the benchmarks, and 9% for L2-sensitive bemchrks. The low

performance improvement of model four is mainly due to the gh router overhead
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Figure 4.3 . IPCs of SPEC2000 benchmarks for di erent L2 cache con gut@ns
(B-wires implemented on the 8X metal plane).

associated with each transfer. The increase in data netwotta ¢ from partial tag
matches is less than 1%. The aggressive and early look-up headsms trade o
data network bandwidth for a low-latency address network. B halving the data
network's bandwidth, the delay for the pipelined transfer ba cache line increases
by two cycles (since the cache line takes up two its in the batine data network).
This enables a low-latency address network that can save twgcles on every hop,
resulting in a net win in terms of overall cache access latgncThe narrower data
network is also susceptible to more contention cycles, buhis was not a major
factor for the evaluated processor models and workloads.

The hybrid model overcomes the shortcomings of model four lmgducing the
number of routers in the network. Aggressive look-up impleemted in a hybrid
topology (model ve) performs the best and is within a few parent of the optimistic
model six. Compared to model two, the hybrid model performs5% better across
all benchmarks and 20% better for L2-sensitive benchmarks.

Model seven employs the L-network for transferring both addss and data

messages. The performance of this model can be better thare tbptimistic model
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Table 4.4 . Access latencies for dierent cache con gurations. The a@ating
frequency is 5GHz and the message transfers are assumed tpp®m on 8x wires.

Bank Count Bank Access Time | Average Cache Access Timg Early Look-up | Aggressive Fetch| Optimistic Model
(32 MB Cache) (cycles) (cycles) (cycles) (cycles) (cycles)
2 77 159 137 137 132
4 62 151 127 127 118
8 26 97 78.5 77.5 66.5
16 17 84 70.5 69.5 54.5
32 9 87 78.7 73.5 50.5
64 6 104 98.1 88 57
128 5 126 121.2 114 67
256 4 148 144.6 140.5 77.5
512 3 226 223.3 211 116.5
1024 3 326 323 293 166.5
2048 3 419 416.2 403.5 2125
4096 3 581 578 548.5 293

(model six) that uses B-wires for data transfers. But the limted bandwidth of the
links in model seven increases contention in the network afichits the performance
improvement to only a few programs that have very low networkrac. On an
average, the performance of model seven is 4% less than madel. Model eight
employs the L-network for sending the complete address in apglined fashion.
It performs comparably to model four that implements aggresve look-up (4.4%
better than model two). However, it incurs signi cantly higher contention on the
L-network, making it an unattractive choice for CMPs.

Figure 4.4 shows the IPC improvement of di erent models in a P environ-
ment. All the models are evaluated for four di erent sets of mitiprogrammed
workloads. Set 1 is a mixture of benchmarks with di erent chaacteristics. Set 2
consists of benchmarks that are sensitive to L2 hit time. Hathe programs in set
3 are L2-sensitive and the other half are not. Set 4 consistslenchmarks that are
memory intensive. The individual programs in each set arestied in Figure 4.4. For
the results, it is assumed that the network bandwidth is doulled (by assuming twice
as much metal area) to support the increased demands from leigcores. Similar
to the uniprocessor results, model one incurs severe penfi@nce penalty due to
very high network overhead. Model two, derived from CACTI @, out-performs

model one by 51%. Models three, four, and ve yield performae improvements
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Figure 4.4 . IPC improvement of di erent cache con gurations in an eigh core

CMP. Benchmark compositions: \Mix" - ammp, applu, lucas, b2, crafty, mgrid,

equake, gcc; \All sensitive" - ammp, apsi, art, bzip2, craft eon, equake, gcc; \Half
L2 and Half Non-L2 sensitive" - ammp, applu, lucas, bzip2, afty, mgrid, mesa,
gcc; \Memory intensive" - applu, fma3d, art, swim, lucas, eaggke, gap, vpr.

of 4.2% (early look-up), 4.5% (aggressive look-up), and 806 (hybrid network),
respectively, over model two. If the network bandwidth is tk same as in the
uniprocessor simulations, these performance improvemsnare 3.0%, 3.3%, and
6.2%, respectively.

As a sensitivity analysis, the overall IPC improvements areeported for models
two through six for the uniprocessor model with 4X-B wires istead of 8X-B wires
in Figure 4.5. Since 4X wires are slower, the e ect of optimaions are more
pronounced than in the 8X model. This is likely the expectedrénd in future

technologies where wires are slower, relative to logic dgda

4.3 Related Work

A number of recent proposals have dealt with the implementain of large
NUCA caches [21, 33, 34, 57, 59, 65] and focus on optimizingiéal policies
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Figure 4.5 . Performance for uniprocessor with 4X wires.

associated with a baseline cache design. For example, mahyhese papers employ
some form of dynamic-NUCA (D-NUCA), where blocks are allowketo migrate to
reduce communication distances. D-NUCA policies also agpb cache models that
incorporate the interconnect optimizations proposed in tis work.

To the best of my knowledge, only four other bodies of work havattempted to
exploit novel interconnects at the microarchitecture levdo accelerate cache access.
Beckmann and Wood [20] employ transmission lines to speed apcess to large
caches. Unlike regular RC-based wires, transmission linde not need repeaters
and hence can be directly routed on top of other structures. his property is
exploited to implement transmission line links between ehccache bank and the
central cache controller. The number of banks is limited toite number of links that
can be directly connected to the controller. Low-latencyat RC-based wires have
been employed to speed up coherence signals in a CMP enviremin[32] and L1
cache access in a clustered architecture [13]. A recent papgLi et al. [75] proposes
the implementation of a NUCA cache in three dimensions. A tle-dimensional

grid topology is employed and given the low latency for intedie communication;
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a dynamic time division multiplexing bus is employed for sigal broadcast across
dies. Jin et al. [59] suggest removing unnecessary links igrad topology to reduce
the area and power overhead of the network. They propose Hatetwork and a
multi-cast router architecture for the D-NUCA domain.

Kumar et al. [69] examine interconnect design issues assded with chip multi-
processors. They detail the scalability problem associatevith a shared bus fabric
and explore the potential of a hierarchical bus structure. Kmar et al. [68] propose
Express Virtual Channels (EVC) to alleviate long pipeline werhead associated
with on-chip routers. EVC is a ow control mechanism that expoits special high
priority virtual lanes to bypass router pipeline. Messageshat require multiple
router hops are routed through express lanes to reduce commation delay. EVC's
high priority guarantees switch allocation and helps mesgas bypass regular router
arbitration and allocation stages. While their mechanism an reduce average hop
latency of a message, employing high priority EVCs can lead tstarvation in
regular messages. Furthermore, a network with EVCs will ctinue to incur high
link overhead and can benet from heterogeneous wires to ther reduce network

overhead.

4.4 Summary

Delays within wires and routers are major components of L2 clae access time.
In the previous chapter, a methodology was proposed to obtean optimal baseline
model for large caches. This chapter builds upon the model dmiscusses novel
optimizations to the address network and bank access pipsdi that help hide
network delays. These optimizations leverage heterogetyewithin the network
and improve upon the IPC of the baseline by 15% across the SPH&nchmark
suite.

This work has focused on the design of a NUCA cache shared by @res on
a chip. Private L2 cache organizations are also being considd by industry and
academia { each core is associated with a large L2 cache andeguest not found

in a local cache may be serviced by a remote cache [19, 30, &, B9, 131]. A
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remote L2 hit now has a nonuniform access time depending onetliemote cache
where the block is found and the network delays incurred in oumunication with
the directory and the remote cache. The interconnect contires to play a major
role in such cache organizations and many of the interconnatesign considerations
for a shared NUCA will also apply to private L2 caches.

The discussions so far have only exploited low-latency L+&s to improve per-
formance. As described in Chapter 2, wires can be designednnimize power
(while trading o latency). The work can be further extended by considering
techniques to leverage power-e cient wires to reduce inteonnect power while
handling prefetches, writebacks, block swaps, etc. Latgntolerant networks can

also enable power optimizations within cache banks (mentied in Section 4.1.1).



CHAPTER 5

HETEROGENEOUS INTERCONNECTS
FOR COHERENCE TRANSACTIONS

The optimizations proposed so far are targeted at accelenad) the basic read/write
operations to large caches. With the proliferation of Chipdultiprocessors (CMP),
modern cache hierarchies incur an additional overhead due toherence transac-
tions. This chapter presents a number of techniques by whiotoherence trac
within a CMP can be mapped intelligently to di erent wire implementations with
minor increases in complexity. Such an approach can not orimprove performance,

but also reduce power dissipation.

5.1 Coherence Overhead

In a typical CMP, the L2 cache and lower levels of the memory @éiarchy are
shared by multiple cores [67, 115]. Sharing the L2 cache atohigh cache utilization
and avoids duplicating cache hardware resources. L1 caches typically not shared
as such an organization entails high communication lateres for every load and
store. There are two major mechanisms used to ensure coheeramong L1s in
a chip multiprocessor. The rst option employs a bus conneittg all of the L1s
and a snoopy bus-based coherence protocol. In this desigaerg L1 cache miss
results in a coherence message being broadcast on the glatmierence bus and
other L1 caches are responsible for maintaining valid stater their blocks and
responding to misses when necessary. The second approacpleys a centralized
directory in the L2 cache that tracks sharing information fo all cache lines in the
L2. In such a directory-based protocol, every L1 cache miss sent to the L2
cache, where further actions are taken based on that blocldérectory state. Many

studies [2, 22, 56, 70, 74] have characterized the high freqay of cache misses



72

in parallel workloads and the high impact these misses haven dotal execution
time. On a cache miss, a variety of protocol actions are in#tted, such as request
messages, invalidation messages, intervention messagdasa block writebacks, data
block transfers, etc. Each of these messages involves oipdommunication with
latencies that are projected to grow to tens of cycles in fute billion transistor
architectures [3].

This chapter explores optimizations that are enabled when heterogeneous
interconnect is employed for coherence trac. For examplewhen employing a
directory-based protocol, on a cache write miss, the requieg processor may have
to wait for data from the home node (a two hop transaction) andor acknowl-
edgments from other sharers of the block (a three hop trandam). Since the
acknowledgments are on the critical path and have low banddth needs, they can
be mapped to wires optimized for delay, while the data blockansfer is not on the

critical path and can be mapped to wires that are optimized folow power.

5.2 Optimizing Coherence Trac
For each cache coherence protocol, there exist a variety aherence operations
with di erent bandwidth and latency needs. Because of this idersity, there are
many opportunities to improve performance and power chartaristics by employing
a heterogeneous interconnect. The goal of this section isgoesent a comprehensive
listing of such opportunities. The protocol-speci c optinizations are focused on
in Section 5.2.1 and on protocol-independent techniques Bection 5.2.2. The

implementation complexity of these techniques is discuskén Section 5.3.

5.2.1 Protocol-Dependent Techniques

The characteristics of operations is rst examined in both gectory-based and
snooping bus-based coherence protocols and how they can n@pli erent sets of
wires. In a bus-based protocol, the ability of a cache to dicdy respond to another
cache's request leads to low L1 cache-to-cache miss latesci L2 cache latencies

are relatively high as a processor core has to acquire the biefore sending a
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request to the L2. It is di cult to support a large number of processor cores with
a single bus due to the bandwidth and electrical limits of a c#ralized bus [24].
In a directory-based design [37, 72], each L1 connects to th2 cache through a
point-to-point link. This design has low L2 hit latency and sales better. However,
each L1 cache-to-cache miss must be forwarded by the L2 cgahbich implies high
L1 cache-to-cache latencies. The performance comparis@ivieeen these two design
choices depends on the cache sizes, miss rates, number oftaantling memory
requests, working-set sizes, sharing behavior of targetb@nchmarks, etc. Since
either option may be attractive to chip manufacturers, bothforms of coherence

protocols are considered in this study.

Write-Invalidate Directory-Based Protocol

Write-invalidate directory-based protocols have been inipmented in existing
dual-core CMPs [115] and will likely be used in larger scaleMPs as well. In
a directory-based protocol, every cache line has a direcyowhere the states of
the block in all L1s are stored. Whenever a request misses in &1 cache, a
coherence message is sent to the directory at the L2 to chedketcache line's
global state. If there is a clean copy in the L2 and the request a READ, it

is served by the L2 cache. Otherwise, another L1 must hold axatusive copy
and the READ request is forwarded to the exclusive owner, wth supplies the
data. For a WRITE request, if any other L1 caches hold a copy @he cache line,
coherence messages are sent to each of them requesting thaytinvalidate their

copies. The requesting L1 cache acquires the block in exchesstate only after

all invalidation messages have been acknowledged.

Hop imbalance is quite common in a directory-based protocollTo exploit this
imbalance, the critical messages can be sent on fast wiresriorease performance
and send noncritical messages on slow wires to save power.r e sake of
this discussion, it is assumed that the hop latencies of dirent wires are in the

following ratio: L-wire : B-wire : PW-wire :: 1: 2: 3
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Proposal I: Read exclusive request for block in shared state

In this case, the L2 cache's copy is clean, so it provides thatd to the requesting
L1 and invalidates all shared copies. When the requesting Lrgceives the reply
message from the L2, it collects invalidation acknowledgmemessages from the
other L1s before returning the data to the processor cdreFigure 5.1 depicts all

generated messages.

The reply message from the L2 requires only one hop, while thmvalidation
process requires two hops { an example of hop imbalance. Snthere is no
benet to receiving the cache line early, latencies for eadmop can be chosen so
as to equalize communication latency for the cache line anté acknowledgment
messages. Acknowledgment messages include identi ers lseyt can be matched
against the outstanding request in the L1's MSHR. Since therare only a few
outstanding requests in the system, the identi er requiregew bits, allowing the
acknowledgment to be transferred on a few low-latency L-Wés. Simultaneously,
the data block transmission from the L2 can happen on low-p@vPW-Wires and

still nish before the arrival of the acknowledgments. Thisstrategy improves per-

1Some coherence protocols may not impose all of these consimts, thereby deviating from a
sequentially consistent memory model.

1 Processor 1 attempts write.
Sends Rd-Exc to directory.

Processor 1 Processor 2

4 Directory finds block in
Cache 1 | Cache 2 2 Shared state in Cache 2.

Sends clean copy of cache
block to Cache 1.

3 Directory sends invalidate
message to Cache 2.

L2 cache and directory Cache 2 sends invalidate
4 acknowledgement back to
Cache 1.

Figure 5.1 . Read exclusive request for a shared block in MESI protocol
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formance (because acknowledgments are often on the critipath) and reduces
power consumption (because the data block is now transfedren power-e cient
wires). While circuit designers have frequently employedi drent types of wires
within a circuit to reduce power dissipation without extendng the critical path,
the proposals in this chapter represent some of the rst attapts to exploit wire

properties at the architectural level.

Proposal Il: Read request for block in exclusive state

In this case, the value in the L2 is likely to be stale and the flowing protocol
actions are taken. The L2 cache sends a speculative data sepd the requesting
L1 and forwards the read request as an intervention message the exclusive
owner. If the cache copy in the exclusive owner is clean, ankaowledgment
message is sent to the requesting L1, indicating that the spdative data reply
from the L2 is valid. If the cache copy is dirty, a response mesge with the
latest data is sent to the requesting L1 and a write-back mesge is sent to the
L2. Since the requesting L1 cannot proceed until it receivésmessage from the
exclusive owner, the speculative data reply from the L2 (arsgle hop transfer)
can be sent on slower PW-Wires. The forwarded request to theausive owner
is on the critical path, but includes the block address. It isherefore not eligible
for transfer on low-bandwidth L-Wires. If the owner's copy s in the exclusive
clean state, a short acknowledgment message to the requestan be sent on
L-Wires. If the owner's copy is dirty, the cache block can beest over B-Wires,
while the low priority writeback to the L2 can happen on PW-Wres. With the
above mapping, the critical path is accelerated by using fes L-Wires, while
also lowering power consumption by sending noncritical daton PW-Wires. The
above protocol actions apply even in the case when a readestve request is

made for a block in the exclusive state.

Proposal Ill:  NACK messages
When the directory state is busy, incoming requests are oftedNACKed by the
home directory, i.e., a negative acknowledgment is sent ttvé requester rather

than bu ering the request. Typically, the requesting cache&ontroller re-issues the
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request and the request is serialized in the order in which i$ actually accepted
by the directory. A NACK message can be matched by comparindp¢ request id
(MSHR index) rather than the full address, so a NACK is eligite for transfer on
low-bandwidth L-Wires. If load at the home directory is low,it will likely be able

to serve the request when it arrives again, in which case, sttmg the NACK on

fast L-Wires can improve performance. In contrast, when la@kis high, frequent
backo -and-retry cycles are experienced. In this case, taNACKs only increase
tra c levels without providing any performance bene t. Int his case, in order to

save power, NACKs can be sent on PW-Wires.

Proposal 1IV: Unblock and write control messages

Some protocols [83] employ unblock and write control messsyto reduce im-
plementation complexity. For every read transaction, a proessor rst sends
a request message that changes the L2 cache state into a tians state. After
receiving the data reply, it sends an unblock message to clygmthe L2 cache state
back to a stable state. Similarly, write control messages @amused to implement
a 3-phase writeback transaction. A processor rst sends amool message to
the directory to order the writeback message with other reqgst messages. After
receiving the writeback response from the directory, the pcessor sends the data.
This avoids a race condition in which the processor sends theiteback data
while a request is being forwarded to it. Sending unblock nm&sges on L-Wires
can improve performance by reducing the time cache lines aire busy states.
Write control messages (writeback request and writeback gnt) are not on the
critical path, although they are also eligible for transfelon L-Wires. The choice
of sending writeback control messages on L-Wires or PW-Wgeaepresents a

power-performance trade-o .

Write-Invalidate Bus-Based Protocol
Next,the techniques that apply to bus-based snooping protols are examined.

Proposal V: Signal wires

In a bus-based system, three wired-OR signals are typicalgmployed to avoid
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involving the lower/slower memory hierarchy [39]. Two of tlese signals are
responsible for reporting the state of snoop results and thieird indicates that the

snoop result is valid. The rst signal is asserted when any L&éache, besides the
requester, has a copy of the block. The second signal is as=gif any cache has
the block in exclusive state. The third signal is an inhibit gnal, asserted until all

caches have completed their snoop operations. When the thisignal is asserted,
the requesting L1 and the L2 can safely examine the other twagsals. Since
all of these signals are on the critical path, implementinghem using low-latency

L-Wires can improve performance.

Proposal VI: Voting wires

Another design choice is whether to use cache-to-cache tséars if the data is
in the shared state in a cache. The Silicon Graphics Challemd49] and the
Sun Enterprise use cache-to-cache transfers only for datathe modi ed state,
in which case there is a single supplier. On the other hand, the full lllinois
MESI protocol, a block can be preferentially retrieved fronanother cache rather
than from memory. However, when multiple caches share a copy \voting"
mechanism is required to decide which cache will supply thai, and this voting

mechanism can bene t from the use of low latency wires.

5.2.2 Protocol-independent Techniques

Proposal VII:  Narrow Bit-Width Operands for Synchronization Variables
Synchronization is one of the most important factors in the @rformance of a
parallel application. Synchronization is not only often onthe critical path, but
it also contributes a large percentage (up to 40%) of cohemmm misses [74]. Locks
and barriers are the two most widely used synchronization ostructs. Both of
them use small integers to implement mutual exclusion. Loskoften toggle the
synchronization variable between zero and one, while bagrs often linearly increase
a barrier variable from zero to the number of processors talg part in the barrier
operation. Such data transfers have limited bandwidth neadand can bene t from

using L-Wires.
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This optimization can be further extended by examining the gneral problem of
cache line compaction. For example, if a cache line is conged mostly of O bits,
trivial data compaction algorithms may reduce the bandwidt needs of the cache
line, allowing it to be transferred on L-Wires instead of B-Vifes. If the wire latency
di erence between the two wire implementations is greaterhtan the delay of the
compaction/de-compaction algorithm, performance impraments are possible.

Proposal VIII:  Assigning Writeback Data to PW-Wires
Writeback data transfers result from cache replacements external request/intervention
messages. Since writeback messages are rarely on the alifiath, assigning them
to PW-Wires can save power without incurring signi cant peformance penalties.

Proposal IX: Assigning Narrow Messages to L-Wires
Coherence messages that include the data block address ag ttata block itself are
many bytes wide. However, many other messages, such as aekedgments and
NACKSs, do not include the address or data block and only conta control infor-
mation (source/destination, message type, MSHR id, etc.)Such narrow messages

can be always assigned to low latency L-Wires to accelerateetcritical path.

5.3 Implementation Complexity

5.3.1 Overhead in Heterogeneous Interconnect
Implementation

In a conventional multiprocessor interconnect, a subset efires are employed
for addresses, a subset for data, and a subset for controlrads. Every bit of
communication is mapped to a unigue wire. When employing a tezogeneous
interconnect, a communication bit can map to multiple wires For example, data
returned by the L2 in response to a read-exclusive request ynaap to B-Wires or
PW-Wires depending on whether there are other sharers fordahblock (Proposal
). Thus, every wire must be associated with a multiplexer ah de-multiplexer.

The entire network operates at the same xed clock frequencyhich means that
the number of latches within every link is a function of the hk latency. Therefore,

PW-Wires have to employ additional latches, relative to thebaseline B-Wires.
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Dynamic power per latch at 5GHz and 65nm technology is calaikd to be 0.1mW,
while leakage power per latch equals 19.8V [69]. The power per unit length for
each wire is computed in the next section. Power overheadsealtp these latches
for di erent wires are tabulated in Table 5.1. Latches impos a 2% overhead within
B-Wires, but a 13% overhead within PW-Wires.

The proposed model also introduces additional complexityithe routing logic.
The base case router employs a cross-bar switch and 8-entrygsesage bu ers at
each input port. Whenever a message arrives, it is stored ihd input bu er and
routed to an allocator that locates the output port and trangers the message. In
case of a heterogeneous model, three di erent bu ers are tg@ged at each port to
store L, B, and PW messages separately. In this simulationhitee 4-entry message
bu ers for each port is employed. The size of each bu er is ppwrtional to the it
size of the corresponding set of wires. For example, a set df -Wires employs
a 4-entry message bu er with a word size of 24 bits. The powealculations also
include the xed additional overhead associated with thesemall bu ers as opposed
to a single larger bu er employed in the base case. In this pposed processor
model, the dynamic characterization of messages happendyom the processors
and intermediate network routers cannot re-assign a messatp a di erent set of
wires. While this may have a negative e ect on performance ia highly utilized
network, it is chosen to keep the routers simple and not impieent such a feature.
For a network employing virtual channel ow control, each seof wires in the

heterogeneous network link is treated as a separate phydicaannel and the same

Table 5.1 . Power characteristics of di erent wire implementations.For calculating
the power/length, activity factor (described in Table 5.3) is assumed to be 0.15.
The above latch spacing values are for a 5GHz network.

Wire Type Power/Length | Latch Power | Latch Spacing | Total Power/10mm
mwW/mm mW/latch mm mwW/10mm
B-Wire { 8X plane 1.4221 0.119 5.15 14.46
B-Wire { 4X plane 1.5928 0.119 3.4 16.29
L-Wire { 8X plane 0.7860 0.119 9.8 7.80
PW-wire { 4X plane 0.4778 0.119 1.7 5.48




80

number of virtual channels are maintained per physical chael. Therefore, the
heterogeneous network has a larger total number of virtuahannels and the routers
require more state elds to keep track of these additional viual channels. To
summarize, the additional overhead introduced by the hetegeneous model comes

in the form of potentially more latches and greater routing amplexity.

5.3.2 Overhead in Decision Process

The decision process in selecting the right set of wires ismithal. For example,
in Proposal I, an OR function on the directory state for that Bock is enough to
select either B- or PW-Wires. In Proposal Il, the decision mrcess involves a check
to determine if the block is in the exclusive state. To suppoiProposal Ill, we need
a mechanism that tracks the level of congestion in the netwlor(for example, the
number of bu ered outstanding messages). There is no decsiprocess involved
for Proposals IV, V, VI and VIII. Proposals VIl and IX require logic to compute
the width of an operand, similar to logic used in the PowerPCG@3 [50] to determine

the latency for integer multiply.

5.3.3 Overhead in Cache Coherence Protocols

Most coherence protocols are already designed to be robusthe face of variable
delays for dierent messages. For protocols relying on mesgge order within a
virtual channel, each virtual channel can be made to consisif a set of L-, B-,
and PW-message buers. A multiplexer can be used to activatenly one type
of message buer at a time to ensure correctness. For othergtocols that are
designed to handle message re-ordering within a virtual ahmael, it is proposed
to employ one dedicated virtual channel for each set of wirge fully exploit the
bene ts of a heterogeneous interconnect. In all proposednavations, a data packet
is not distributed across di erent sets of wires. Thereforedi erent components of
an entity do not arrive at di erent periods of time, thereby diminating any timing
problems. It may be worth considering sending the critical @rd of a cache line on

L-Wires and the rest of the cache line on PW-Wires. Such a propal may entail
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nontrivial complexity to handle corner cases and is not disssed further in this
work.

In a snooping bus-based coherence protocol, transactiong serialized by the
order in which addresses appear on the bus. None of these gsgd innovations for
snooping protocols a ect the transmission of address bitaddress bits are always

transmitted on B-Wires), so the transaction serializatiormodel is preserved.

5.4 Methodology

5.4.1 Simulator

A 16-core CMP with the Virtutech Simics full-system functiomal execution-
driven simulator [80] and a timing infrastructure GEMS [82]is simulated. GEMS
can simulate both in-order and out-of-order processors. most studies, the in-order
blocking processor model provided by Simics to drive the deled memory model
(Ruby) for fast simulation is used. Ruby implements a one-\el MOESI directory
cache coherence protocol with migratory sharing optimizein [38, 110].

All processor cores share a noninclusive L2 cache, which iganized as a
nonuniform cache architecture (NUCA) [58]. Ruby can also bdriven by an
out-of-order processor module called Opal, and the impact the processor cores on
the heterogeneous interconnect in Section 5.6.1 is repatteOpal is a timing- rst
simulator that implements the performance sensitive aspecof an out of order
processor but ultimately relies on Simics to provide funatnal correctness. The
Opal is con gured to model the processor described in Table.s and use an
aggressive implementation of sequential consistency.

To test the ideas, a workload consisting of all programs frorthe SPLASH-
2 [127] benchmark suite is employed. The programs were run ¢ompletion, but
all experimental results reported in this paper are for the grallel phases of these
applications. A default input set is used for most programsxeept t and radix.
Since the default working sets of these two programs are tomall, the working set

of tis increased to 1M data points and that of radix to 4M keys
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Table 5.2 . System con guration.

| Parameter | Value
number of cores 16
clock frequency 5GHz
pipeline width 4-wide fetch and issue
pipeline stages 11
cache block size 64 Bytes
split L1 | & D cache 128KB, 4-way
shared L2 cache 8MBytes, 4-way, 16-banks non-inclusive NUCA

memory/dir controllers 30 cycles
interconnect link latency | 4 cycles (one-way) for the baseline 8X-B-Wire$
DRAM latency 400 cycles
memory bank capacity 1 GByte per bank
latency to mem controller | 100 cycles

5.4.2 Interconnect Con guration

This section describes details of the interconnect architiure and the method-
ology employed for calculating the area, delay, and power lugs of the intercon-
nect. All the power and delay calculations are based on 65nmgeess technology
with 10 metal layers, 4 layers in 1X plane and 2 layers, in ea@X, 4X, and 8X
plane [69]. For this study a crossbar based hierarchical erconnect structure is
employed to connect the cores and L2 cache (Figure 5.2(a)jmdar to that in
SGI's NUMALInk-4 [1]. The e ect of other interconnect topobgies is discussed
in the sensitivity analysis. In the base case, each link in gure 5.2(a) consists
of (in each direction) 64-bit address wires, 64-byte data vas, and 24-bit control
wires. The control signals carry source, destination, sightype, and Miss Status
Holding Register (MSHR) id. All wires are fully pipelined. Thus, each link in the
interconnect is capable of transferring 75 bytes in each diction. Error Correction
Codes (ECC) account for another 13% overhead in addition tdvé above mentioned
wires [89]. All the wires of the base case are routed as B-Wirm the 8X plane.

As shown in Figure 5.2(b), the proposed heterogeneous mo@ehploys addi-
tional wire types within each link. In addition to B-Wires, each link includes low-

latency, low-bandwidth L-Wires and high-bandwidth, highlatency, power-e cient,
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Processor
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L2 Cache Crossbar )

B-Wire ——
L-Wire
PW-Wire - - ---

b) Links with different sets of wire:
a) Hierarchical network topology for 16-core CMP

Figure 5.2 . Interconnect model used for coherence transactions in xtsien-core
CMP.

PW-Wires. The number of L- and PW-Wires that can be employedsia function of
the available metal area and the needs of the coherence pratd In order to match
the metal area with the baseline, each uni-directional linkvithin the heterogeneous
model is designed to be made up of 24 L-Wires, 512 PW-Wires,cad56 B-Wires
(the base case has 600 B-Wires, not counting ECC). In a cyctbyee messages may
be sent, one on each of the three sets of wires. The bandwidtielay, and power
calculations for these wires are discussed subsequently.

Table 5.3 summarizes the dierent types of wires and their @a, delay, and
power characteristics. The area overhead of the intercorctecan be mainly at-
tributed to repeaters and wires. The wire width and spacingb@sed on ITRS
projections)are used to calculate the e ective area for mimum-width wires in
the 4X and 8X plane. L-Wires are designed to occupy four timethe area of

minimum-width 8X-B-Wires.

Delay: The wire model is based on the RC models proposed in [14, 54]. 8Ihe
delay per unit length of a wire with optimally placed repeates is given by equation
(5.1), whereRyre is resistance per unit length of the wireC,ie IS capacitance per

unit length of the wire, and FOL1 is the fan-out of one delay:

q
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Table 5.3 . Area, delay, and power characteristics of di erent wire iplementations.

Wire Type Relative Latency Relative Area Dynamic Power (W/m) | Static Power
(wireWidth + spacing) = Switching Factor Wim
B-Wire (8X plane) Ix Ix 2:65 1.0246
B-Wire (4X plane) 1:6x 0:5x 2:9 1.1578
L-Wire (8X plane) 0:5x ax 1:46 0.5670
PW-Wire (4X plane) 3:2x 0:5x 0:87 0.3074

Ruwire IS inversely proportional to wire width, while C,;i;e depends on the follow-
ing three components: (i) fringing capacitance that accous for the capacitance
between the side wall of the wire and substrate, (ii) paralleplate capacitance
between the top and bottom layers of the metal that is direcyl proportional to the
width of the metal, (iii) parallel plate capacitance betwen the adjacent metal wires
that is inversely proportional to the spacing between the wes. TheC,;. value for

the top most metal layer at 65nm technology is given by equatn (5.2) [87].
Cuire =0:065 +0:05W + 0:015=S(fF= ) (5.2)

The relative delays for di erent types of wires are derived Y tuning width and
spacing in the above equations. A variety of width and spaajnvalues can allow
L-Wires to yield a two-fold latency improvement at a four-féd area cost, relative
to 8X-B-Wires. In order to reduce power consumption, a wiremiplementation is
selected where the L-Wire's width was twice that of the minimm width and the

spacing was six times as much as the minimum spacing for the 8etal plane.

Power: The total power consumed by a wire is the sum of three comporien
(dynamic, leakage, and short-circuit power). Equations dived by Banerjee and
Mehrotra [14] are used to derive the power consumed by L- and\Bires. These
equations take into account optimal repeater size/spacingnd wire width/spacing.
PW-Wires are designed to have twice the delay of 4X-B-Wiregt 65nm technology,
for a delay penalty of 100%, smaller and widely-spaced repe@ enable power
reduction by 70% [14].
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Routers: Crossbars, bu ers, and arbiters are the major contributor$or router
power [120]:

Erouter = Ebuffer + Ecrossbar + Earbiter (5-3)

The capacitance and energy for each of these components isdzhon analytical
models proposed by Wang et al. [120]. A 5x5 matrix crossbarahemploys a tristate
bu er connector is modeled. As described in Section 5.3, bers are modeled for
each set of wires with word size corresponding to it size. Tde 5.3 shows the peak

energy consumed by each component of the router for a sing-I3yte transaction.

5.5 Results

The simulations are restricted to directory-based protods. The e ect of pro-
posals pertaining is modeled to such a protocol: 1, I, IV, MI, IX. Proposal-lI
optimizes speculative reply messages in MESI protocols, isth are not implemented
within GEMS' MOESI protocol. Evaluations involving compadion of cache blocks
(Proposal VII) is left as future work.

Figure 5.3 shows the execution time in cycles for SPLASH2 gi@ams. The rst
bar shows the performance of the baseline organization thhtis one interconnect
layer of 75 bytes, composed entirely of 8X-B-Wires. The sewb shows the per-
formance of the heterogeneous interconnect model in whichcl link consists of
24-bit L-wires, 32-byte B-wires, and 64-byte PW-wires. Pgrams such as LU-Non-
continuous, Ocean-Non-continuous, and Raytracing yieldgsi cant improvements
in performance. These performance numbers can be analyzeihwhe help of
Figure 5.4 that shows the distribution of di erent transfers that happen on the in-
terconnect. Transfers on L-Wires can have a huge impact onnp@mance, provided
they are on the program critical path. LU-Non-continuous, @ean-Non-continuous,
Ocean-Continuous, and Raytracing experience the most trafers on L-Wires. How-
ever, the performance improvement of Ocean-Continuous i®ry low compared
to other benchmarks. This can be attributed to the fact that Gean-Continuous
incurs the most L2 cache misses and is mostly memory bound. &lransfers on

PW-Wires have a negligible e ect on performance for all behmarks. This is



86

E Base Model
1.6 T— W Heterogeneous Model

S A & o & o F @ Q> SN
rbSQQ} \e‘;é QQ Q@ Oo éoo 00 éo Q_’b-b ngg) \\Q’(\ \'éo" &'@Q
&F O S Y & S S
v O(:Q’ N N

Figure 5.3 . Speedup of heterogeneous interconnect

because PW-Wires are employed only for writeback transfetbat are always o
the critical path. On average, a 11.2% improvement in perfarance is observed,
compared to the baseline, by employing heterogeneity withithe network.
Proposals I, I, 1V, and IX exploit L-Wires to send small mesages within the
protocol, and contribute 2.3, 0, 60.3, and 37.4 per cent, @actively, to total L-Wire
trac. A per-benchmark breakdown is shown in Figure 5.5. Prgosal-l optimizes
the case of a read exclusive request for a block in shared statvhich is not very
common in the SPLASH2 benchmarks. It is expected that the ingzt of Proposal-I
will be much higher in commercial workloads where cache-ta&che misses domi-
nate. Proposal-11l and Proposal-1V impact NACK, unblocking, and writecontrol
messages. These messages are widely used to reduce the mgolation complexity
of coherence protocols. In GEMS' MOESI protocol, NACK mesgas are only used
to handle the race condition between two write-back messagavhich are negligible
in this study (causing the zero contribution of Proposal-ll). Instead, the protocol
implementation relies heavily on unblocking and writecombl messages to maintain

the order between read and write transactions, as discussgdSection 5.2.1. The
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Figure 5.4 . Distribution of messages on the heterogeneous network. \Bie
transfers are classi ed as Request and Data.

frequency of occurrence of NACK, unblocking, and writecordl messages depends
on the protocol implementation, but the sum of these messagj@re expected to
be relatively constant in di erent protocols and play an important role in L-wire
optimizations. Proposal-1X includes all other acknowledgent messages eligible for
transfer on L-Wires.

It is observed that the combination of proposals I, I, IV, aad IX caused a
performance improvement more than the sum of improvementsofn each individual
proposal. A parallel benchmark can be divided into a numberf phases by synchro-
nization variables (barriers), and the execution time of ez phase can be de ned
as the longest time any thread spends from one barrier to thesxt. Optimizations
applied to a single thread may have no e ect if there are otha@hreads on the critical
path. However, a di erent optimization may apply to the threads on the critical
path, reduce their execution time, and expose the performea of other threads
and the optimizations that apply to them. Since di erent threads take di erent

data paths, most parallel applications show nontrivial wddoad imbalance [76].
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Figure 5.5 . Distribution of L-message transfers across di erent progsals.

Therefore, employing one proposal might not speedup all thads on the critical
path, but employing all applicable proposals can probably ptimize threads on
every path, thereby reducing the total barrier to barrier tme.

Figure 5.6 shows the improvement in network energy due to thHeeterogeneous
interconnect model. The rst bar shows the reduction in netwrk energy and
the second bar shows the improvement in the overall procesdbnergy Delay?
(ED?) metric. Other metrics in the E D space can also be computed with
data in Figures 5.6 and 5.3. To calculat&€D 2, it is assumed that the total power
consumption of the chip is 200W, of which the network power aounts for 60W.
The energy improvement in the heterogeneous case comes froath L and PW
transfers. Many control messages that are sent on B-Wires the base case are
sent on L-Wires in the heterogeneous case. As per Table 5.8etenergy consumed
by an L-Wire is less than the energy consumed by a B-Wire. Hower, due to the

small sizes of these messages, the contribution of L-messatp the total energy
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Figure 5.6 . Improvement in link energy andED 2.

savings is negligible. Overall, the heterogeneous netwadsults in a 22% saving in

network energy and a 30% improvement ifED 2.

5.6 Sensitivity Analysis
In this subsection, the impact of processor cores, link banitlth, routing algo-

rithm, and network topology on the heterogeneous intercomat are discussed.

5.6.1 Out-of-order/In-order Processors

To test the ideas with an out-of-order processor, the Opal on gured to model
the processor described in Table 5.2 and only reports the uits of the rst 200M
instructions in the parallel section3.

Figure 5.7 shows the performance speedup of the heterogarsemterconnect

over the baseline. All benchmarks except Ocean-Noncontmws demonstrate dif-

2Simulating the entire program takes nearly a week and there xist no e ective toolkits to
nd the representative phases for parallel benchmarks. LUNoncontinuous and Radix were not
compatible with the Opal timing module.
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ferent degrees of performance improvement, which leads to average speedup of
9.3%. The average performance improvement is less than whatobserved in a
system employing in-order cores (11.2%). This can be attubed to the greater

tolerance that an out-of-order processor has to long instction latencies.

5.6.2 Link Bandwidth

The heterogeneous network poses more constraints on the ¢ypf messages that
can be issued by a processor in a cycle. It is therefore likétynot perform very well
in a bandwidth-constrained system. To verify this, a base sa is modeled where
every link has only 80 8X-B-Wires and a heterogeneous caseen every link is
composed of 24 L-Wires, 24 8X-B-Wires, and 48 PW-Wires (alrsiotwice the metal
area of the new base case). Benchmarks with higher networkiliziations su ered
signi cant performance losses. In these experiments, ragcing has the maximum
messages/cycle ratio and the heterogeneous case su ered7&?2performance loss,
compared to the base case (in spite of having twice the metalea). The hetero-
geneous interconnect performance improvement for OceanrNoontinuous and LU
Non-continuous is 12% and 11%, as against 39% and 20% in thghbandwidth
simulations. Overall, the heterogeneous model performedb% worse than the base

case.

5.6.3 Routing Algorithm

The simulations thus far have employed adaptive routing witin the network.
Adaptive routing alleviates the contention problem by dynanically routing mes-
sages based on the network tra c. It is found that determinisic routing degraded
performance by about 3% for most programs for systems with ¢hbaseline and
with the heterogeneous network. Raytracing is the only behmark that incurs a

signi cant performance penalty of 27% for both networks.
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Figure 5.7 . Speedup of heterogeneous interconnect when driven by OoGras
(Opal and Ruby)

5.6.4 Network Topology

The default interconnect thus far was a two-level tree basexh SGI's NUMALInk-
4 [1]. To test the sensitivity of these results to the networkopology, a 2D-torus
interconnect resembling that in the Alpha 21364 [17] is alsexamined. As shown
in Figure 5.8, each router connects to 4 links that connect td neighbors in the
torus, and wraparound links are employed to connect routexa the boundary.

The proposed mechanisms show much less performance ben& 306 on aver-
age) in the 2D torus interconnect than in the two-level treenterconnect as shown in
Figure 5.9. The main reason is that the decision process inesging the right set of
wires calculates hop imbalance at the coherence protocordéwithout considering
the physical hops a message takes on the mapped topology. Example, in a
3-hop transaction as shown in Figure 5.1, the one-hop messagay take 4 physical
hops while the 2-hop message may also take 4 physical hopstHis case, sending
the 2-hop message on the L-Wires and the one-hop message anPWV-Wires will
actually lower performance.

This is not a rst-order e ect in the two-level tree interconnect, where most

hops take 4 physical hops. However, the average distance weén two processors
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Figure 5.8 . 2D Torus topology

in the 2D torus interconnect is 2.13 physical hops with a stalard deviation of
0.92 hops. In an interconnect with such high standard devimin, calculating hop
imbalance based on protocol hops is inaccurate. For futureowk, it is planed to
develop a more accurate decision process that considersrseud, destination id,

and interconnect topology to dynamically compute an optimamapping to wires.

5.7 Related Work

To the best of my knowledge, only two other bodies of work hawatempted to
exploit di erent types of interconnects at the microarchitecture level. Beckmann
and Wood [20, 21] propose speeding up access to large L2 cadheintroducing
transmission lines between the cache controller and indddal banks. Nelson et
al. [95] propose using optical interconnects to reduce imteluster latencies in a
clustered architecture where clusters are widely-spaced an e ort to alleviate
power density. This is the rst work that exploits heterogereous full-swing wires

in a multicore environment to reduce coherence overhead.
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5.8 Summary

Coherence trac in a chip multiprocessor has diverse needsSome messages
can tolerate long latencies, while others are on the prograanitical path. Further,
messages have varied bandwidth demands. The speci ¢ neetlhese messages can
be met by embracing a heterogeneous network. This chapterggents numerous
novel techniques that can exploit a heterogeneous interaoect to simultaneously
improve performance and reduce power consumption.

The evaluation of the proposed techniques targeted at a do®ry-based protocol
shows that a large fraction of messages have low bandwidtheals and can be
transmitted on low latency wires, thereby yielding a perfanance improvement of
11.2%. At the same time, a 22.5% reduction in interconnect ergy is observed
by transmitting noncritical data on power-e cient wires. T he complexity cost is
marginal as the mapping of messages to wires entails simpbgit.

There may be several other applications of heterogeneougeitonnects within a
CMP. For example, in theDynamic Self Invalidationscheme proposed by Lebeck et
al. [73], the self-invalidate [71, 73] messages can be eextthrough power-e cient

PW-Wires. In a processor model implementing token coheremahe low-bandwidth
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token messages [83] are often on the critical path and, thusan be e ected on
L-Wires. A recent study by Huh et al. [56] reduces the frequew of false sharing
by employing incoherent data. For cache lines su ering fronfialse sharing, only
the sharing states need to be propagated and such messages argood match
for low-bandwidth L-Wires. Overall, a heterogeneous inteonnect, in addition to
helping to build an e cient cache hierarchy, also alleviats the overhead of the

inter-core communications happening through the cache hachy.



CHAPTER 6

WIRE MANAGEMENT IN A CLUSTERED
ARCHITECTURE

In the last few chapters, the role of interconnects in desigrg large lower level
on-chip caches is studied. This chapter focuses on applicat of heterogeneous
network to accelerate L1 accesses. Since the access timelofs potentially wire-
limited in a high-ILP clustered architecture, the rest of tre chapter assumes a
clustered microarchitecture for the out-of-order core. Ira clustered architecture,
on-chip network also carries register values, thus lendintgelf to a few additional

optimizations that are not strictly tied to L1 cache.

6.1 Clustered Architecture

One of the biggest challenges for computer architects is tluesign of billion-
transistor architectures that yield high parallelism, hidn clock speeds, low design
complexity, and low power. There appears to be a consensusany several research
groups [4, 12, 16, 28, 36, 47, 54, 61, 62, 63, 66, 93, 96, 108] tiat a partitioned
architecture is the best approach to achieving these design goals.

Partitioned architectures consist of many small and fast ecoputational units
connected by a communication fabric. A computational units commonly referred
to as aclusterand is typically comprised of a limited number of ALUs, locategister
storage, and a bu er for instruction issue. Since a clusterdas limited resources and
functionality, it enables fast clocks, low power, and low dggn e ort. Abundant
transistor budgets allow the incorporation of many clustex on a chip. The instruc-
tions of a single program are distributed across the clusterthereby enabling high
parallelism. Since it is impossible to localize all depenakeinstructions to a single

cluster, data is frequently communicated between clustersver the inter-cluster
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communication fabric. Depending on the workloads, di erenavors of partitioned
architectures can exploit instruction-level, data-leveland thread-level parallelism
(ILP, DLP, and TLP).

One of the biggest bottlenecks in a clustered architectures ithe inter-core
communication overhead. To alleviate the high performangeenalty of long wire
delays at future technologies, most research e orts have rgentrated on reducing
the number of communications through intelligent instructon and data assign-
ment to clusters. Such an assignment can be accomplishecheit at compile-time
[47, 61, 66, 93, 96, 106, 114] or at run-time [4, 12, 16, 28,.36lowever, in spite
of our best e orts, global communication is here to stay. Foa dynamically sched-
uled 4-cluster system (described in Sections 6.3 and 6.4erformance degrades
by 12% when the inter-cluster latency is doubled. The papelssted above also
report similar slowdowns for high-latency interconnectsThus, irrespective of the
implementation, partitioned architectures experience arge number of global data
transfers and performance can be severely degraded if théenconnects are not
optimized for low delay.

Since inter-cluster communications happen on long wirestihigh capacitances,
they are responsible for a signi cant fraction of on-chip pwer dissipation. Intercon-
nect power is a major problem not only in today's industrial dsigns, but also in
high-performance research prototypes. A recent evaluatidoy Wang et al. [122]
demonstrates that the inter-tile network accounts for 36% fothe total energy
dissipated in the Raw processor [114]. Hence, by focusingteohniques that reduce
interconnect overhead, signi cant improvement in perforrance and power savings
are possible. To reduce wire delay, a low-latency, low-bandith interconnect and
design a cache pipeline that employs a subset of the address o prefetch data
is leveraged out of cache banks. The advantage of the fact is@taken that a
number of data transfers involve narrow bit-width operandshat can bene t from
a low-bandwidth interconnect. Further, improved performace is seen by diverting

bursts of interconnect tra c to high-bandwidth high-laten cy interconnects. These
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high-bandwidth interconnects can also be designed to be egy-e cient, enabling
signi cant energy savings in addition to performance imprneements.

In this section, the partitioned architecture model that seves as an evaluation
platform for this study and the proposed innovations that ca take advantage of a

heterogeneous interconnect is described.

6.2 The Baseline Partitioned Architecture

Instruction assignment to clusters in a partitioned archiecture may happen
at compile-time [18, 47, 61, 66, 93, 96, 106], or at run-timd,[12, 16, 28, 36].
There are advantages to either approach { static techniquemntail lower hardware
overheads and have access to more information on programaaiv, while dynamic
techniques are more reactive to events such as branch migpots, cache misses,
network congestion, etc. These evaluations employ a dynarally scheduled par-
titioned architecture. It is expected that these proposal€an be applied even to
statically scheduled architectures.

This partitioned architecture model dispatches a large wotow of in- ight in-
structions from a single-threaded application. A centralied cache implementation
is adopted because earlier studies have shown that a cenizatl cache o ers nearly
as much performance as a distributed cache while enablingmMomplementation
complexity [11, 52, 101]. The assignment of instructions tusters happens through
a state-of-the-art dynamic instruction steering heurist [12, 28, 118] that takes
the following information into account: data dependencegluster load imbalance,
criticality of operands, and proximity to the data cache. Whle dispatching an
instruction, the steering algorithm assigns weights to elccluster to determine
the cluster that is most likely to minimize communication anl issue-related stalls.
Weights are assigned to a cluster if it produces input operds for the instruction
and if it has many empty issue queue entries. Additional wegs are assigned to
a cluster if it is the producer of the input operand that is prélicted to be on the
critical path for the instruction's execution. For loads, nore weights are assigned

to clusters that are closest to the data cache. The steerindgarithm assigns the
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instruction to the cluster that has the most weights. If that cluster has no free
register and issue queue resources, the instruction is gs&d to the nearest cluster
with available resources.

Results produced within a cluster are bypassed to consumarsthat cluster
in the same cycle, while communicating the result to consumsin other clusters
takes additional cycles. In order to e ect the transfer of dea between clusters,
the instruction decode and rename stage inserts a \copy imgttion" [28] in the
producing cluster that places the value on the inter-clustenetwork as soon as the
value is made available. Each cluster has a scheduler for timeer-cluster network
that is similar in organization to the issue queue and that haan issue bandwidth
that matches the maximum number of transfers possible on dalink of the network.
Similar to the instruction wake-up process in conventionatlynamic superscalars,
the register tags for the operand are sent on the network ahetaf the data so that
the dependent instruction can be woken up and can consume thi@lue as soon as
it arrives.

For most of the experiments, a processor model is assumedtthas four clusters.
These four clusters and the centralized data cache are contesl through a crossbar
network, as shown in Figure 6.1 (a). All links contain a unidectional interconnect
in each direction. The processor model in Figure 6.1 (a) adigpa heterogeneous
interconnect where every link in the network is comprised d-Wires, PW-Wires,
and L-Wires. Note that every data transfer has the option to use any one olfiese
sets of wires. Our evaluations show the e ects of using intesnnects that employ
di erent combinations of these sets of wires. For all procesr organizations, the
bandwidth requirements to the cache are much higher than bdwidth requirements
to the clusters since more than one third of all instructionsare loads or stores.
Hence, the links going in and out of the cache are assumed tovbawice as much
area and twice as many wires as the links going in and out of auster. If multiple
transfers compete for a link in a cycle, one transfer is e eetl in that cycle, while the
others are bu ered. Unbounded bu ers are assumed at each neaf the network.

An earlier study [97] has shown that these bu ers typically equire a modest number
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of entries. The aggressive processor models with 16 clustare also examined. For
a 16-cluster system, a hierarchical topology similar to thene proposed by Aggarwal
and Franklin [5] is adopted. As shown in Figure 6.1 (b), a setfdour clusters is
connected through a crossbar, allowing low-latency commigation to neighboring
clusters. The crossbars are connected with a ring topologgimilar to the 4-cluster

system, every link in the network is comprised of wires withicrent properties.

6.3 Exploiting Heterogeneous Interconnects

6.3.1 Accelerating Cache Access

First, it is examined how low-latency low-bandwidthL-Wires can be exploited
to improve performance.L-Wires are designed by either employing very large wire
widths and spacing or by implementing transmission lines. dause of the area
overhead associated with L-wires 2, theWires is modelled such that 18 -Wires

occupy the same metal area as B-Wires.

L1D L1D

Cluster i )j
NI b
Crossbe}, ' { CrOSS[ar( [(

Ring
0 O 0
B-Wire — [] E(

L-Wire
PW-Wire - -~~~
(a) 4-cluster system with  (b) 16-cluster system with
heterogeneous wires hierarchical interconnect

Figure 6.1 . Clustered architecture with heterogeneous interconnect (a) A
partitioned architecture model with 4 clusters and a hetergeneous interconnect
comprised ofB-, L-, and PW-Wires. (b) A 16-cluster system with a hierarchical
interconnect. Sets of four clusters are connected with a @sbar and the crossbars
are connected in a ring topology.
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Consider the behavior of the cache pipeline in the baselinegoggessor. When
a cluster executes a load instruction, it computes the e ette address and com-
municates it to the centralized load/store queue (LSQ) andache. The load/store
gueue waits until it receives addresses of stores prior toethoad in program order,
guarantees that there is no memory dependence, and then iates the cache access.
The cost of communication to the cache in uences load latepdn two ways { (i)
it delays the arrival of load addresses at the LSQ, (ii) it dalys the arrival of store
addresses at the LSQ, thereby delaying the resolution of meny dependences.

To accelerate cache access, the following novel technigagroposed. A subset
of the address bits are transmitted on low-latency.-Wires to prefetch data out
of the L1 cache and hide the high communication cost of transtting the entire
address. After the cluster computes the e ective addresshée least signi cant (LS)
bits of the address are transmitted on the low-latency.-Wires, while the most
signi cant (MS) bits are transmitted on B-Wires. The same happens for store
addresses. Thus, the LSQ quickly receives the LS bits for lmand stores, while
the MS bits take much longer. The early arrival of the partialaddresses allows the
following optimizations.

The LSQ can e ect a partial comparison of load and store addsses with the
available LS bits. If the LS bits of the load do not match the LSvits of any earlier
store, the load is guaranteed to not have any memory dependencon icts and it
can begin cache access. If the LS bits of the load match the L&sbof an earlier
store, it has to wait for the MS bits to arrive before determimg if there is a true
dependence. A large number of false dependences can alspease contention for
the LSQ ports. Fortunately, it is found that false dependenes were encountered
for fewer than 9% of all loads when employing eight LS bits fahe partial address
comparison.

To e ect an L1 data cache access, the least signi cant bits dlfie e ective address
are used to index into the data and tag RAM arrays and read out eelevant set of
cache blocks. The most signi cant bits of the e ective addres are used to index

into the TLB and the resulting translation is then compared \ith the tags to select
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the appropriate data block and forward it to the cluster. Sice the accesses to
the cache RAM arrays do not require the most signi cant bits,the accesses can
be initiated as soon as the least signi cant bits of the addes arrive onL-Wires
(provided the L-Wires transmit enough bits to determine the set index).

Similarly, a few bits of the virtual page number can be inclued in the transfer
on the L-Wires. This allows TLB access to proceed in parallel with RAM array
look-up. The modi cations to enable indexing with partial address information
are more signi cant for a CAM structure than a RAM structure. Hence, a highly-
associative TLB design may be more amenable to this modi edigeline than a
fully-associative one. When the rest of the e ective addresarrives, tag comparison
selects the correct translation from a small subset of cardite translations.

Thus, the transfer of partial address bits or.-Wires enables data to be prefetched
out of L1 cache and TLB banks and hide the RAM access latency,hwh is the
biggest component in cache access time. If the cache RAM a&xbas completed by
the time the entire address arrives, only an additional cyelis spent to detect the
correct TLB translation and e ect the tag comparison beforgeturning data to the
cluster. This overlap of e ective address transfer with caee RAM and TLB access
can result in a reduction in e ective load latency if the latecy di erence between
L-Wires and B-Wires is signi cant.

It must be noted that the proposed pipeline works well and yilds speedups
even if the processor implements some form of memory depemck speculation.
The partial address can proceed straight to the L1 cache andgfetch data out of
cache banks without going through partial address compadas in the LSQ if it is
predicted to not have memory dependences. To allow cache ahtB index bits
to tin a narrow low-bandwidth interconnect, it might be necessary to make the
cache and TLB highly set-associative. For example, 18 Wires can accommodate
6 bits of tag to identify the instruction in the LSQ, 8 index bits for the L1 data
cache, and 4 index bits for the TLB. For the assumed cache and.B sizes, this
corresponds to an associativity of 4 and 8 for the cache and Bl respectively. If

the associativity is reduced, a few more-Wires may be needed.
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6.3.2 Narrow Bit-Width Operands

An interconnect composed oL-Wires can also be employed for results that
can be encoded by a few bits. 1B-Wires can accommodate eight bits of register
tag and ten bits of data. A simplest form of data compaction i€mployed here
{ integer results between 0 and 1023 are eligible for transfen L-Wires. The
hardware required to detect narrow bit-width data can be edy implemented { the
PowerPC 603 [50] has hardware to detect the number of leadizgros that is then
used to determine the latency for integer multiply. A speciacase in the transfer
of narrow bit-width data is the communication of a branch mipredict back to the
front-end. This only involves the branch ID that can be easyl accommodated on
L-Wires, thereby reducing the branch mispredict penalty.

Other forms of data compaction might also be possible, but isot explored
here. For example, Yang et al. [129] identify that the eight mst frequent values in
SPEC95-Int programs account for roughly 50% of all data caehaccesses and can
be easily encoded by a few bits.

In order to schedule a wake-up operation at the consuming cher, the register
tags are sent before the data itself. For a narrow bit-width perand, the tags have
to be sent onL-Wires. Hence, the pipeline requires advance knowledge of whether
the result can be expressed in 10 bits. For the evaluationd)e optimistic assump-
tion made is that this information is available early in the ppeline. A realistic
implementation would require inspection of the instructia's input operands or a
simple predictor. Itis con rmed that a predictor with 8K 2-bit saturating counters,
that predicts the occurrence of a narrow bit-width result wien the 2-bit counter
value is three, is able to identify 95% of all narrow bit-widh results. With such
a high-con dence predictor, only 2% of all results predictéto be narrow have bit

widths greater than 10.

6.3.3 Exploiting PW-Wires
Next, it is examined howPW-Wires can be employed to not only reduce con-

tention in other wires, but also reduce energy consumptiorilhe objective here is
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to identify those data transfers that can tolerate the highelatency of these wires
or to identify situations when the cost of contention onB-Wires o sets its wire
latency advantage. If a data transfer has the choice of usirgther B-Wires or
PW-Wires, the following three criteria dictate when a transfer can be ected on

the high bandwidth, low energy, high latencyPW-Wires:

If the input operands are already ready in a remote registerle at the time
an instruction is dispatched, the operands are transferretd the instruction's
cluster on PW-Wires. The rationale here is that there is usually a long gap
between instruction dispatch and issue and the long commuaition latency

for the ready input operand can be tolerated.

Store data is assigned t&®W-Wires. This can slow the program down only if
the store is holding up the commit process or if there is a wailg dependent
load. Both are fairly rare cases and a minimal performance pact from

adopting this policy is noticed.

The amount of tra c injected into either interconnect in the past N cy-
cles (N=5 in this simulations) is tracked. If the dierence ketween the
trac in each interconnect exceeds a certain prespecied treshold (10 in
this simulations), subsequent data transfers are steered the less congested

interconnect.

Thus, by steering noncritical data towards the high-bandvdth energy-e cient
interconnect, little performance degradation is likely tdoe seen and by steering data
away from the congested interconnect, performance impraowents can potentially

be seen. Most importantly, large savings in interconnect engy can be observed.

6.4 Results

6.4.1 Methodology
The simulator is based on Simplescalar-3.0 [26] for the AlplAXP ISA. Separate

issue queues and physical register les for integer and oag-point streams are
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modeled for each cluster. Contention on the interconnectsid for memory hierarchy

resources (ports, banks, bu ers, etc.) are modeled in detailt is assumed that

each cluster has 32 registers (int and fp, each), 15 issue geeentries (int and

fp, each), and one functional unit of each kind. While a larg®OB size of 480
is used, in- ight instruction windows are typically much snaller as dispatch gets
stalled as soon as the processor runs out of physical register issue queue entries.
The evaluations show results for processor models with foand sixteen clusters.
Important simulation parameters are listed in Table 6.1.

23 of the 26 SPEC-2k programs are used with reference inputs @ benchmark
set 1. Each program was simulated for 100 million instructions @& simulation
windows identi ed by the Simpoint toolkit [107]. Detailed smulation was carried
out for one million instructions to warm up various processostructures before

taking measurements.

LSixtrack, Facereg and Perlomk were not compatible with the simulation infrastructure.

Table 6.1 . Simplescalar simulator parameters.

Fetch queue size 64

Branch predictor
Bimodal predictor size
Level 1 predictor
Level 2 predictor
BTB size
Branch mispredict penalty
Fetch width

Issue queue size
Register le size
Integer ALUs/mult-div
FP ALUs/mult-div
L1 I-cache
Memory latency
L1 D-cache
L2 uni ed cache

| and D TLB

comb. of bimodal and 2-level
16K
16K entries, history 12
16K entries
16K sets, 2-way
at least 12 cycles
8 (across up to 2 basic blocks)
15 per cluster (int and fp, each)
32 per cluster (int and fp, each)
1/1 per cluster
1/1 per cluster
32KB 2-way
300 cycles for the rst block
32KB 4-way set-associative
8MB 8-way, 30 cycles
6 cycles, 4-way word-interleaved
128 entries, 8KB page size
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6.4.2 Latency and Energy Estimates

It is started by assuming that W-Wires have the minimum allowed width and
spacing for the selected metal layer. Then BW-Wire is designed by reducing the
size and number of repeaters. According to the methodologisdussed in Chapter 2,
roughly 70% of interconnect energy can be saved at 45nm techwogy while incurring
a 20% delay penalty. TheB-Wires is designed such that each wire has twice as
much metal area as #W-Wire and its delay is lower by a factor of 1.5. The delay
constraints were able to be met by keeping the width the sames & W-Wire and
only increasing wire spacing. This strategy also helps usigece the power consumed
in B-Wires. Finally, L-Wires were designed by increasing the width and spacing
of W-Wires by a factor of 8. Based on the analysis of Banerjee et al. [147]8
it is computed that at 45nm technology,R, = 0:12%Ry, C, = 0:8Cy, giving us
the result that Delay, = 0:3Delayy = 0:25Delaypy . If L-Wires is implemented
instead as transmission lines, the improvement in wire dsfawill be much more.
Changet al. [31] report that at 180nm technology, a transmission line i&ster than
an RC-based repeated wire of the same width by a factor of 4/3This gap may
widen at future technologies. For the purposes of the evaltian, it is restricted
to RC-based models, but note that performance and energy imgwements can be
higher if transmission lines become a cost-e ective option

It is assumed that communication with neighbors through thecrossbar takes
three cycles forPW-Wires. Based on the relative latency estimates aboveB-
Wires and L-Wires are 1.5 times and 4 times faster thaPW-Wires, corresponding
to inter-cluster communication latencies of two cycles andne cycle, respectively.
When examining a 16-cluster system with a hierarchical inteonnect, the latency
for a hop on the ring interconnect foPW-Wires, B-Wires, and L-Wires are assumed
to be 6, 4, and 2 cycles. The various wire parameters are summmuad in Table 6.2.
It is assumed that all transfers are fully pipelined. The engy estimates for 45nm
are derived from the analysis described by Banerjee et al4[187]. Relative dynamic
and leakage energy values are listed in Table 6.2. Di erenting width and spacing

cause energy di erences iW-, B-, and L-Wires, while smaller and fewer repeaters



WIRE RELATIVE | CROSSBAR | RING HOP | RELATIVE | RELATIVE

IMPLEMENTATION DELAY LATENCY LATENCY LEAKAGE | DYNAMIC
W-WIRES 1.0 1.00 1.00
PW-WIRES 1.2 3 CYCLES | 6 CYCLES 0.30 0.30
B-WIRES 0.8 2 CYCLES | 4 CYCLES 0.55 0.58
L-WIRES 0.3 1 CYCLE 2 CYCLES 0.79 0.84
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Table 6.2 . Wire delay and relative energy parameters for each RC-bakwvire.

cause a 70% energy decrease betwadhWires and PW-Wires. Chang et al. [31]
report a factor of three reduction in energy consumption byreploying transmission
line technology. Thus, low-bandwidth transfers e ected orlL-Wires can not only
improve performance, but also reduce energy consumption.orFthe evaluations,
were restriced to RC-based.-Wires.

This analysis does not model the power consumed within thehgxlulers for the
inter-cluster network. Heterogeneity will likely result n negligible power overhead

in the schedulers while comparing networks with equal issteandwidth.

6.4.3 Behavior of L-Wires

It is rst examined how L-Wires enable the optimizations described in Sec-
tion 6.3. Figure 6.2 shows IPCs for SPEC2k programs for two cluster systems.
The rstis the baseline organization that has only one intezonnect layer comprised
entirely of B-Wires. Each link to a cluster can transfer 72 bits of data and
tag in each direction, while the link to the data cache can tnasfer 144 bits in
each direction. In the second 4-cluster system shown in Figu6.2, the baseline
interconnect is augmented with another metal layer that is @mprised entirely of
L-Wires. Each link to a cluster can transfer 18 bits of data and tag in ah
direction and the link to the cache can transfer 36 bits in e&cdirection. The
L-Wires are employed to send the LS bits of a load or store e ective adeks,
for the transfer of narrow bit-width data, and for the transker of branch mispredict

signals. It is seen that overall performance improves by gn.2%, while comparing
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Figure 6.2 . IPCs for the baseline 4-cluster partitioned architectur&mploying one
layer of B-Wires and for a partitioned architecture employing one layer oB-Wires

and one layer ofL-Wires. The L-Wires transmit narrow bit-width data, branch

mispredict signals, and LS bits of load/store addresses.

the arithmetic mean (AM) of IPCs?. It is observed that the novel cache pipeline,
the transfer of narrow bit-width operands, and the transferof branch mispredict
signals, contributed equally to the performance improvemmé In this particular
processor model, the transfer oh-Wires can save at most a single cycle, yielding a
modest performance improvement. Considering that the prased pipeline entails
nontrivial complexity to determine operand bit-widths andcompare multiple tags
at the LSQ, it is believed that the performance improvementsi likely not worth
the design e ort. However, as listed below, there may be othescenarios where
L-Wires can yield signi cant bene ts.

If future technology points are more wire constrained, theatency gap between

B-Wires and L-Wires widens. If latencies that are twice as much as those listed in

2The AM of IPCs represents a workload where every program exettes for an equal number
of cycles [60].
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Table 6.2 is assumed, the performance improvement by addiag interconnect layer
comprised ofL-Wires is 7.1%. As transistor budgets increase, high-performance
processors may employ as many as 16 clusters. Such an aggresschitecture can
not only improve thread-level parallelism (TLP), but it can also improve single-
thread performance for high-ILP programs. For the base pressor model with a
single interconnect layer comprised oB-Wires, the improvement in single-thread
IPC by moving from 4 to 16 clusters for the 23 SPEC-2k programs 17%. Again,
the single-thread performance improvement in moving from ® 16 clusters likely
does not warrant the complexity increase. However, if prosgors are going to
employ many computational units for TLP extraction, the conplexity entailed in
allowing a single thread to span across 16 clusters may beexable. For such a
wire-delay-constrained 16-cluster system, the performea improvement by adding
a metal layer with L-Wires is 7.4%. As the subsequent tables shall show, there
are other processor and interconnect models where the addit of an L-Wire
interconnect layer can improve performance by more than 10% is possible that
the novel cache pipeline may yield higher bene ts for ISAs i fewer registers that
may have more loads and stores. Only 14% of all register tra on the inter-cluster
network are comprised of integers between 0 and 1023. Moranmex encoding
schemes might be required to take additional bene t of-Wires. It is also possible
that there are other mechanisms to exploit low-latency lowandwidth wires that
may be more complexity-e ective. For example, such wires nabe employed to

fetch critical words from the L2 or L3.

6.4.4 Heterogeneous Interconnect Choices

The above evaluation shows performance improvements by tlaeldition of a
metal layer comprised entirely ofL-Wires. This helps gauge the potential of
L-Wires to reduce the cost of long wire latencies, but is not a fair cquarison
because of the dierence in the number of metal layers. In thisubsection, it
is attempted to evaluate the best use of available metal arealt is started by

evaluating processor models that only have enough metal ar@er link to each
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cluster to accommodate either 148-Wires, or 288 PW-Wires, or 36 L-Wires (the
link to the data cache has twice this metal area). Our base pcessor Model 1)
that e ects one transfer in and out of each cluster oB-Wires is an example of such
a processor model. The processors that have twice and thriae much metal area
are then examined, allowing more interesting combinationsf heterogeneous wires.
Table 6.3 summarizes the performance and energy characsééids of interesting
heterogeneous interconnect organizations for a system iour clusters. All values
in Table 6.3 except IPC are normalized with respect to the vaks forModel 1.
ED? is computed by taking the product of total processor energyna the square of
the number of cycles to execute 100M instructions. Total po@ssor energy assumes
that interconnect energy accounts for 10% of total chip engy in Model | and
that leakage and dynamic energy are in the ratio 3:7 fdlodel 1. Table 6.3 also
showsED ? when assuming that interconnect energy accounts for 20% aktal chip
energy.

First processor models that employ as much metal area &8odel | are
examined. The only alternative interconnect choice that nkes sense is one that
employs 288PW-Wires for each link to a cluster Model 11 ). A heterogeneous

interconnect that consumes 1.5 times as much metal areal®del 1 is also evolu-

Table 6.3 . Heterogeneous interconnect energy and performance forcldster
systems. All values (except IPC) are normalized with respeto Model |. ED?is
computed by multiplying total processor energy by square @xecuted cycles. 10%
and 20% refer to the contribution of interconnect energy todtal processor energy
in Model 1I.

Description Relative Relative Relative Relative Relative | Relative
Model of each link Metal IPC | interconnect | interconnect Processor ED? ED?
Area dyn-energy | Ikg-energy | Energy (10%) | (10%) (20%)
Model | 144 B-Wires 1.0 0.95 100 100 100 100 100
Model 11 288 PW-Wires 1.0 0.92 52 112 97 103.4 100.2
Model 111 144 PW-Wires, 36 L-Wires 1.5 0.96 61 90 97 95.0 92.1
Model IV 288 B-Wires 2.0 0.98 99 194 103 96.6 99.2
Model V 144 B-Wires, 288 PW-Wires 2.0 0.97 83 204 102 97.8 99.6
Model VI 288 PW-Wires, 36 L-Wires 2.0 0.97 61 141 99 94.4 93.0
Model VI 144 B-Wires, 36 L-Wires 2.0 0.99 105 130 101 93.3 94.5
Model VIII 432 B-Wires 3.0 0.99 99 289 106 97.2 102.4
Model IX 288 B-Wires, 36 L-Wires 3.0 1.01 105 222 104 92.0 95.5
Model X 144 B-Wires, 288 PW-Wires, 3.0 1.00 82 233 103 92.7 95.1
36 L-Wires
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ated by employing 144PW-Wires and 36 L-Wires to each cluster Model 111 ).
From Table 6.3, it is observed that only employing slowePW-Wires (Model 11)
degrades IPC and increaseSD 2, in spite of the increased bandwidthModel |11
with PW-Wires and L-Wires allows a combination of high performance and low en-
ergy. Most transfers happen o?W-Wires, resulting in 30% savings in interconnect
energy dissipation, whileL-Wires enable the optimizations described in Section 6.3
and boost performance back up to that with the baseline inteonnect Model I).
Thus, in terms of overall processoED?, the heterogeneous interconnect allows a
5% improvement, although at an area cost.

Next, processor models that have twice as much metal area piek as Model |
are evaluated. Model IV accommodates 288-Wires in each link to a cluster,
while Model V represents a heterogeneous interconnect that employs BHWires
and 288PW-Wires. In Model V, data is assigned tdPW-Wires according to the
criteria discussed in Section 6.3. The higher latency &fW-Wires causes only a
slight performance degradation of 1% compared tModel 1V . This is partly
because the criteria are e ective at identifying latency isensitive data transfers
and partly becausePW-Wires reduce overall contention by 14%. 36% of all data
transfers happen on energy-e cient wires, leading to eneygsavings when compared
with Model V. Model VI improves on energy andED? by sending all
of its trac on PW-Wires and using L-Wires to o set the performance penalty.
Finally, Model VI represents the high-performance option in this class, by
employing B-Wires and L-Wires, yielding a decrease ifED ? in spite of an increase
in overall energy consumption. Thus, the interconnects witthe best ED ? employ
combinations of di erent wires and not a homogeneous set ofires.

Finally, interesting designs that have enough area per linkko a cluster to
accommodate 43B-Wires (Model VIl ) are evaluated. The high-performance
option in this class Model 11X ) employs 288B-Wires and 36L-Wires, while the
low-power option Model X) accommodatesB-, PW-, and L- wires. While there

is little performance benet to be derived from having thri@ as much metal area
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asModel 1, itis interesting to note that heterogeneous interconnestcontinue to
yield the bestED ? values.

The evaluation is repeated on a 16-cluster system that is &k to be more
sensitive to interconnect design choices. Table 6.4 sumnzas the IPC, processor
energy, and ED? values while assuming that interconnect energy accountsrfo
20% of total processor energy. Up to 11% reductions EBD? can be observed
by employing heterogeneous interconnects.

In summary, our results indicate that heterogeneous wiresalie the potential
to improve performance and energy characteristics, as coarpd to a baseline
approach that employs homogeneous wires. Overall procas&D ? reductions of
up to 8% for 4-cluster systems and 11% for 16-cluster systemseen by employing
energy-e cient and low-latency wires. As previously discssed, the improvements
can be higher in speci ¢ processor models or if transmissibne technology becomes
feasible.

There are clearly some nontrivial costs associated with thenplementation of
a heterogeneous interconnect, such as pipeline modi cati®, demultiplexing in the

send bu ers, logic to identify narrow bit-widths and netwok load imbalance, etc.

Table 6.4 . Heterogeneous interconnect energy and performance for-déster
systems where interconnect energy contributes 20% of totpfocessor energy in

Model 1. All values (except IPC) are normalized with respect taMiodel 1.
Description Relative Relative
Model of each link IPC Processor ED?
Energy (20%) | (20%)
Model | 144 B-Wires 1.11 100 100
Model I 288 PW-Wires 1.05 94 105.3
Model 11l 144 PW-Wires, 36 L-Wires | 1.11 94 93.6
Model IV 288 B-Wires 1.18 105 93.1
Model V 144 B-Wires, 288 PW-Wires | 1.15 104 96.5
Model VI 288 PW-Wires, 36 L-Wires | 1.13 97 93.2
Model VI 144 B-Wires, 36 L-Wires 1.19 102 88.7
Model VI 432 B-Wires 1.19 111 96.2
Model X 288 B-Wires, 36 L-Wires 1.22 107 88.7
Model X 144 B-Wires, 288 PW-Wires, | 1.19 106 91.9
36 L-Wires
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The above results demonstrate the high potential of such approach, necessitating

a more careful examination of whether these overheads ardet@ble.

6.5 Related Work

Here, other related work that has not already been cited in atext is mentioned.
Austin and Sohi [8] propose mechanisms to overlap cache irotgy with e ective
address calculation. These mechanisms di er from the proped cache pipeline in
the following two major aspects: (i) they serve to hide the b of deep pipelines and
arithmetic computations, not wire delays, (ii) they employprediction techniques.

A recent study by Citron [35] examines entropy within data biag transmitted on
wires and identi es opportunities for compression. The ator suggests that if most
tra c can be compressed, the number of wires can scale down|aving each wire to
be fatter. Unlike this proposal, the author employs a singlaterconnect to transfer
all data and not a hybrid interconnect with di erent latency/bandwidth/power
characteristics. A study by Loh [77] exploits narrow bitwidhs to execute multiple
instructions on a single 64-bit datapath. Performance immves because the e ective
issue width increases in some cycles. Brooks and Martona®b][ show that in a
64-bit architecture, roughly 50% of all integer ALU operatins in SPEC95-Int have
both operands with bit-widths less than 16 bits. In their stuly, this property was
exploited to reduce power consumption in integer ALUS.

The recent paper by Beckmann and Wood [20] on Transmissionne Caches is
the only study that exploits low latency transmission linest the microarchitectural
level. Taylor et al. [113] de ne the inter-cluster communiation fabric as aScalar
Operand Networkand provide a detailed analysis of the properties of such atmerk
and the e ect of these properties on ILP extraction. Wang et | [122] examine
power consumed within on-chip interconnects, with a focuswahe design of router
microarchitectures. No prior architectural work has exanmed trade-o s in wire
characteristics and the design of microarchitectures to phoit a variety of wire
implementations. Thus, to the best of the knowledge, this ithe rst proposal of

wire management at the microarchitectural level.
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6.6 Summary
The design of the inter-cluster interconnect has a signi g impact on overall
processor energy and performance. A single wire implemeiba is unable to
simultaneously meet the high bandwidth, low-latency, andow-energy requirements
of such an interconnect. A heterogeneous interconnect thabnsists of wires with
di erent properties can better meet the varying demands ofnter-cluster tra c.

The chapter discusses three key contributions:

It is shown that a low-latency low-bandwidth network can be ectively used

to hide inter-cluster wire latencies and improve performase.

It is shown that a high-bandwidth low-energy network and anrnstruction
assignment heuristic are e ective at reducing contention ycles and total

processor energy.

A comprehensive evaluation of di erent combinations of herogeneous in-
terconnects is carried out and shows that by selecting theght combination
of wires, total processoED ? can be reduced by up to 11%, compared to a

baseline processor with homogeneous interconnects.



CHAPTER 7

CONCLUSIONS AND FUTURE WORK

The dissertation proposes microarchitectural wire managent and demon-
strates that exposing wire properties to architects has thgotential to improve both
performance and power characteristics of future processoidn Chapter 2, it is rst
shown that a number of di erent wire implementations are posible in a network.
For example, by tuning the wire width and spacing, wires withvarying latency
and bandwidth properties can be designed. Similarly, by tung repeater size and
spacing, wires with varying latency and energy propertiesaa be designed. Further,
as interconnect technology develops, transmission linesaynbecome a commercial
reality, enabling very low latency for very low-bandwidth ommunication. Data
transfers on the on-chip network also have di erent requimaents { some transfers
bene t from a low latency network, others bene t from a high landwidth network,
and yet others are latency insensitive. To take advantage ®1LSI techniques and to
better match interconnect design to communication requireents, aheterogeneous
interconnect is proposed, where every link consists of wires that are opiized for
either latency, energy, or bandwidth. In the subsequent clpgers, novel mechanisms
are discussed that can take advantage of these interconnestioices to improve
performance and reduce energy consumption of on-chip caches. In Chapter 3,
the role of interconnects in designing large caches is derstrated. With the
insights gained from Chapter 3, Chapter 4, and Chapter 5, théechniques to
exploit heterogeneous interconnections to improve cachenformance and reduce
inter-core communication overhead is discussed. Chapterff@cuses on accelerating

L1 accesses in a clustered architecture. Thus, the dissérba studies every aspect
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of communication happening within a cache hierarchy and ppmses techniques to

improve their e ciency.

Cache Design Methodology

In Chapter 3, a novel methodology is proposed that identi ea cache organization
that strikes the right balance between network parametersmal bank parameters.
It is shown that a combined design space exploration of banka network param-
eters yields an organization that performs 114% better in tens of performance
and consumes 50% less power compared to traditional modelis is the rst
body of work that highlights the role of interconnect paramters in cache access
and demonstrates the importance of comprehensive interawect-bank design
space exploration in estimating cache parameters. Follavg the success of this
approach, to facilitate future architecture research on nmeory hierarchy design,
an open source cache modeling tool called CACTI with new netvk parameters
is signi cantly enhanced and incorporated in this methodalgy to model large
caches. This work appeared in MICRO 2007 [92].

Architecting Interconnection Network for Large Caches

Future processors are capable of having large level 2 or le@ecaches. While
large caches are e ective in reducing cache miss rates, titerconnect overhead
associated with large structures severely limits the penrfimance benet of large
caches. In Chapter 4, three novel pipelining techniques taldress this problem
and improve cache performance are proposed. All the propdseptimizations
are based on four key observations: 1) In a typical cache assga major portion
of the access requires just a few lower order bits to completieeir operation.
The remaining higher order bits are used only during the natag match. Hence,
within a single address request, a subset of address bits isnm@ latency critical
compared to the rest of the address. 2) For a majority of the che accesses, a
partial tag match that employs a subset of tag bits is su ciert to predict the state
of a cache block. 3) On-chip routers employed in a NUCA cacheogtel introduce

a nontrivial overhead in terms of both delay and power for cae accesses. 4)
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Address and data networks have dierent requirements: the daress network

requires low-latency while the data network needs more bawdlth.

The rst optimization, early-lookup leverages the fast but low-bandwidth wires to
send the critical lower order bits to initiate the lookup whie the rest of the address
transfer happens in parallel. The second optimizatiorgggressive-lookupgextends
the above technique by exploiting the accuracy of partial @ match to eliminate
the need for the full address transfer. To further optimizehe low-latency wiring
in the address network, a novel hybrid topology is proposedhstead of a grid
network, multiple shared buses are connected through pott-point links. This
not only reduces router overhead, but also takes advantagé the ability of the
low-latency wires to travel longer distances in a single dg; and continues to
support the relatively low bandwidth demands of the addressetwork. Thus,
the hybrid model introduces three forms of heterogeneity:i)(di erent types of
wires are used in address and data networks, (ii) di erent fmologies are used for
address and data networks, (iii) the address network usesetient architectures.

The evaluation of these ideas has appeared in ISCA '07 [91].

Heterogeneous Interconnect for Coherence Trac

Chip multiprocessors have an added complexity of maintaing coherence among
dierent L1 or L2 caches. Coherence operations entail freqat communication
between di erent caches and these messages have diversealmegéerms of latency
and bandwidth. In Chapter 5, the opportunities are identi ed to improve per-
formance and reduce power by exploiting hop imbalances infmrence messages
and carefully mapping the coherence tra c to a heterogeneaunetwork. This
work appeared in ISCA 2006 [32].

Heterogeneous Interconnect for Clustered Architectures

In Chapter 6, the techniques to improve L1 cache access speal reduce inter-
cluster communication overhead is discussed. The proposeptimizations not

only improved performance but also reduced power consummi leading to a
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signi cant improvement in ED 2. The evaluation of heterogeneous interconnect

in clustered architectures appeared in HPCA 2005 [13].

Thus, microarchitectural wire management is applied to faudi erent scenarios,
all pertaining to wire-limited cache access within future mlti-cores. These
results show that this approach has the potential to greatlyimprove power
and performance characteristics of future processors withinimal increases in
complexity. This gives great con dence in the thesis stateent and it is believed
that architecture design will benet greatly if wire properties are within its

control.

7.1 Impact of the Dissertation

Since the work on heterogeneous interconnect is publishednumber of other
groups have also considered this technology [48, 94, 1025]10 Rochecouste et
al. [105] proposed a new partition scheme for clustered aiteittures and employed
L-wires to accelerate media benchmarks. Nagpal et al. [94]oposed a schedul-
ing algorithm that leverages heterogeneous interconnead teduce communication
overhead in clustered architecture. Flores et al. [48] engyled an interconnect that
consists of just L-wires and PW-wires and proposed \Reply p@tioning" technique

to improve communication e ciency. Ramani et al. [102] studed the application of
the heterogeneous interconnect in a graphics processor. CH 6.0 has been widely

used by many leading research groups to evaluate proposatdated to on-chip

caches and interconnection networks.

7.2 Future Work

Interconnection Network for Many-Core Processors

The e cient execution of multithreaded programs on future rnulti-cores will
require fast inter-core communication. The current work aa be extended to
explore the potential of upcoming interconnect technologs such as optical in-
terconnects, on-chip wireless data transmission, and varits of di erential sig-

naling in addressing the challenges of future many-core messors. For example,
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low-swing wires are traditionally projected as a powerful edium for very low
power data transfers. However, a wide spectrum of low-swingres with various
power/delay characteristics are possible by adjusting thdrive voltage of the
low-swing driver. This gives a unique opportunity to dynangally adapt the
interconnection network to handle burst tra c, alleviate contention issues, and

ne tune routing mechanisms based on the workload behavior.

Cache Hierarchy

As per industry projections, Moore's law will continue to htéd at least for the
next decade. Processors with hundreds of processing comres@ingle die are just
a few years away. Other promising technologies such as 3Dcktiag enable us to
have multiple megabytes of on-chip caches with the possibjil of dedicating an
entire die for on-chip storage. With all the inter-core commmications happening
through the cache hierarchy, the design of an optimal cacheganization is crucial

to the success of many-core processors.

Cache hierarchy design for next generation processors Istémains an open
issue. Workloads with a small working set favor a deep cachéetarchy with
private L2 caches while parallel programs with large footpits prefer shallow
cache model with a large shared cache. A systematic tool tceittify an optimal
cache hierarchy depth and interconnect topology will be imuable to future

architecture research.

An inherent trade-o exists between the cost of coherence emtions and the
complexity of interconnection network. A shallow cache ma needs a number of
on-chip routers to connect various banks. However, the emgrand performance
cost of coherence operations are relatively small. On thehatr hand, a deep
cache hierarchy with a shared cache in the last level requirerery few banks
and hence, fewer on-chip routers. However, every coherergggeration should
traverse multiple levels of caches leading to a high perfoamce and power cost.
Proper analysis of this trade-o can shed light on the desigof cache models for

next generation processors. To better suit the program bebiar and to maximize
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performance, as an extension to the framework, it may also pessible to consider

recon guration of cache models at runtime.

Interconnect Aware Transactional Memory

The evolution of multi-core has put signi cant onus on compers and program
developers. Traditional parallel programming techniquesre too complex for
ubiquitous adoption. At the same time, the success of futur€MPs greatly
depends on the ability to develop massively parallel progms. Transactional
Memory (TM) that gives the notion of atomic execution of criical section to
programmers without necessarily serializing the code is agmising step towards
simplifying the job for developers. The past few years haveeen a number of
proposals from various research groups on di erent avorsfddardware Trans-
actional Memory (HTM). It may be possible to leverage interannect technolo-
gies to address the limitations of existing HTMs and reducehé overhead of
hardware transactions. Seamless integration and recon gation of caches and
HTM bu ers, novel network topologies for fast inter bu er communications, novel
interconnection networks that dynamically adjust to the transaction needs are

some of the interesting areas to explore.



REFERENCES

[1] SGI Altix 3000 Con guration. http://www.sgi.com/prod ucts/servers/ al-
tix/con gs.html.

[2] M. E. Acacio, J. Gonzalez, J. M. Garcia, and J. Duato. The &k of
Prediction for Accelerating Upgrade Misses in CC-NUMA Mulprocessors.
In Proceedings of PACT-112002.

[3] V. Agarwal, M. Hrishikesh, S. Keckler, and D. Burger. Clok Rate versus IPC:
The End of the Road for Conventional Microarchitectures. IrProceedings of
ISCA-27, pages 248{259, June 2000.

[4] A. Aggarwal and M. Franklin. An Empirical Study of the Scdability Aspects
of Instruction Distribution Algorithms for Clustered Processors. InProceed-
ings of ISPASS 2001.

[5] A. Aggarwal and M. Franklin. Hierarchical Interconnecs for On-Chip Clus-
tering. In Proceedings of IPDPS April 2002.

[6] Arizona  State  University. Predictive  Technology = Model
http://www.eas.asu.edu/~ptm.

[7] S. I. Association. International Technology Roadmap foSemiconductors
2005. http://public.itrs.net/Links/2005ITRS/Home2005 .htm.

[8] T. M. Austin and G. Sohi. Zero-Cycle Loads: Microarchiteture Support for
Reducing Load Latency. InProceedings of MICRO-28 November 1995.

[9] H. Bakoglu. Circuits, Interconnections, and Packaging for VLSl Addison-
Wesley, 1990.

[10] H. Bakoglu and J. Meindl. A System-Level Circuit Model dr Multi- and
Single-Chip CPUs. InProceedings of ISSC(C1987.

[11] R. Balasubramonian. Cluster Prefetch: Tolerating Ochip Wire Delays in
Clustered Microarchitectures. InProceedings of ICS-18June 2004.

[12] R. Balasubramonian, S. Dwarkadas, and D. Albonesi. Dgmically Managing
the Communication-Parallelism Trade-O in Future Clustered Processors. In
Proceedings of ISCA-30pages 275{286, June 2003.

[13] R. Balasubramonian, N. Muralimanohar, K. Ramani, and VVenkatachala-
pathy. Microarchitectural Wire Management for Performane and Power in
Partitioned Architectures. In Proceedings of HPCA-11February 2005.



121

[14] K. Banerjee and A. Mehrotra. A Power-optimal Repeaternsertion Method-
ology for Global Interconnects in Nanometer DesigndEEE Transactions on
Electron Devices 49(11):2001{2007, November 2002.

[15] K. Banerjee, A. Mehrotra, A. Sangiovanni-Vincentelli and C. Hu. On
Thermal E ects in Deep Submicron VLSI Interconnects. InProceedings of
the Design Automation Conferencepages 885{891, 1999.

[16] A. Baniasadi and A. Moshovos. Instruction Distribution Heuristics for Quad-
Cluster, Dynamically-Scheduled, Superscalar Processorin Proceedings of
MICRO-33, pages 337{347, December 2000.

[17] P. Bannon. Alpha 21364: A scalable single-chip SMRIlicroprocessor Forum
October 1998.

[18] R. Barua, W. Lee, S. Amarasinghe, and A. Agarwal. Maps: £ompiler-
Managed Memory System for Raw Machines. IRroceedings of ISCA-26
May 1999.

[19] B. Beckmann, M. Marty, and D. Wood. ASR: Adaptive Seledte Replication
for CMP Caches. InProceedings of MICRO-39 December 2006.

[20] B. Beckmann and D. Wood. TLC: Transmission Line Cache$n Proceedings
of MICRO-36, December 2003.

[21] B. Beckmann and D. Wood. Managing Wire Delay in Large Cpi
Multiprocessor Caches. IrProceedings of MICRO-37 December 2004.

[22] E. E. Bilir, R. M. Dickson, Y. Hu, M. Plakal, D. J. Sorin, M. D. Hill, and D. A.
Wood. Multicast Snooping: A New Coherence Method using a Midast
Address Network. SIGARCH Comput. Archit. News pages 294{304, 1999.

[23] B. Black, M. Annavaram, E. Brekelbaum, J. DeVale, L. Jiag, G. Loh, D. Mc-
Cauley, P. Morrow, D. Nelson, D. Pantuso, P. Reed, J. Rupleys. Shankar,
J. Shen, and C. Webb. Die Stacking (3D) Microarchitecture.nl Proceedings
of MICRO-39, December 2006.

[24] F. A. Briggs, M. Cekleov, K. Creta, M. Khare, S. Kulick, A Kumar, L. P.
Looi, C. Natarajan, S. Radhakrishnan, and L. Rankin. Intel 0: A building
block for cost-e ective, scalable serversEEE Micro, 22(2):36{47, 2002.

[25] D. Brooks and M. Martonosi. Dynamically Exploiting Narow Width
Operands to Improve Processor Power and Performance. Rroceedings of
HPCA-5, January 1999.

[26] D. Burger and T. Austin. The Simplescalar Toolset, Versn 2.0. Technical
Report TR-97-1342, University of Wisconsin-Madison, Jun&997.

[27] A. Caldwell, Y. Cao, A. Kahng, F. Koushanfar, H. Lu, I. Makov, M. Oliver,
D. Stroobandt, and D. Sylvester. GTX: The MARCO GSRC Technalgy
Extrapolation System. In Proceedings of DAC 2000.



122

[28] R. Canal, J. M. Parcerisa, and A. Gonzalez. Dynamic Cltes Assignment
Mechanisms. InProceedings of HPCA-6 pages 132{142, January 2000.

[29] A. Cester, L. Bandiera, S. Cimino, A. Paccagnella, and.&hidini. Incidence
of Oxide and Interface Degradation on MOSFET PerformancenlProceedings
of Biennial Conference on Insulating Films on Semiconduats), pages 66{70,
May 2004.

[30] J. Chang and G. Sohi. Co-Operative Caching for Chip Mufirocessors. In
Proceedings of ISCA-33June 2006.

[31] R. Chang, N. Talwalkar, C. Yue, and S. Wong. Near Speed-bight Signaling
Over On-Chip Electrical Interconnects.|EEE Journal of Solid-State Circuits
38(5):834{838, May 2003.

[32] L. Cheng, N. Muralimanohar, K. Ramani, R. Balasubramaan, and
J. Carter. Interconnect-Aware Coherence Protocols for ChiMultiprocessors.
In Proceedings of 33rd International Symposium on Computer éitecture
(ISCA-33), pages 339{350, June 2006.

[33] Z. Chishti, M. Powell, and T. Vijaykumar. Distance Assaiativity for
High-Performance Energy-E cient Non-Uniform Cache Archtectures. In
Proceedings of MICRO-36 December 2003.

[34] Z. Chishti, M. Powell, and T. Vijaykumar. Optimizing Replication, Commu-
nication, and Capacity Allocation in CMPs. In Proceedings of ISCA-32June
2005.

[35] D. Citron. Exploiting Low Entropy to Reduce Wire Delay. IEEE Computer
Architecture Letters, vol.2, January 2004.

[36] J. Collins and D. Tullsen. Clustered Multithreaded Arbitectures { Pursuing
Both IPC and Cycle Time. In Proceedings of the 18th IPDPSApril 2004.

[37] Corporate Institute of Electrical and Electronics Enmeers, Inc. Sta . IEEE
Standard for Scalable Coherent Interface, Science: IEEE &5t1596-1992
1993.

[38] A. Cox and R. Fowler. Adaptive Cache Coherency for Detiieg Migratory
Shared Data. pages 98{108, May 1993.

[39] D. E. Culler and J. P. Singh. Parallel Computer Architecture: a Hard-
ware/software Approach Morgan Kaufmann Publishers, Inc, 1999.

[40] W. Dally. Virtual-Channel Flow Control. IEEE Transactions on Parallel and
Distributed Systems3(2), March 1992.

[41] W. Dally and J. Poulton. Digital System Engineering Cambridge University
Press, Cambridge, UK, 1998.



123

[42] W. Dally and B. Towles. Principles and Practices of Interconnection Net-
works Morgan Kaufmann, 1st edition, 2003.

[43] A. Deutsch. Electrical Characteristics of Interconngions for High-
Performance SystemsProceedings of the IEEE86(2):315{355, Feb 1998.

[44] J. Eble. A Generic System Simulator (Genesys) for ASICethnology and
Architecture Beyond 2001. InProceedings of 9th IEEE International ASIC
Conference 1996.

[45] N. Eisley, L.-S. Peh, and L. Shang. In-Network Cache Ceftence. In
Proceedings of MICRO-39 December 2006.

[46] J. Emer, M. D. Hill, Y. N. Patt, J. J. Yi, D. Chiou, and R. Sendag. Single-
Threaded vs. Multithreaded: Where Should We Focus? [IhEEE Micro,
2007.

[47] K. Farkas, P. Chow, N. Jouppi, and Z. Vranesic. The Multluster Ar-
chitecture: Reducing Cycle Time through Partitioning. In Proceedings of
MICRO-30, pages 149{159, December 1997.

[48] A. Flores, J. L. Aragon, and M. E. Acacio. Inexpensive Ipiementations of
Set-Associativity. In Proceedings of HiPC 2007.

[49] M. Galles and E. Williams. Performance OptimizationsJmplementation,
and Veri cation of the SGI Challenge Multiprocessor. InHICSS (1), pages
134{143, 1994.

[50] G. Gerosa and et al. A 2.2 W, 80 MHz Superscalar RISC Mignmcessor.
IEEE Journal of Solid-State Circuits 29(12):1440{1454, December 1994.

[51] B. M. Geuskins. Modeling the In uence of Multilevel Interconnect on Chip
Performance PhD thesis, Rensselaer Polytechnic Institute, Troy, New &fk,
1997.

[52] E. Gibert, J. Sanchez, and A. Gonzalez. Flexible ComeitManaged LO
Bu ers for Clustered VLIW Processors. InProceedings of MICRO-36 De-
cember 2003.

[53] R. Ho. On-Chip Wires: Scaling and E ciency. PhD thesis, Stanford
University, August 2003.

[54] R. Ho, K. Mai, and M. Horowitz. The Future of Wires. Proceedings of the
IEEE, Vol.89, No.4, April 2001.

[55] R. Ho, K. Mai, and M. Horowitz. Managing Wire Scaling: A @cuit
Prespective. Interconnect Technology Conferencepages 177{179, June 2003.

[56] J. Huh, J. Chang, D. Burger, and G. S. Sohi. Coherence @epling: Making
Use of Incoherence. IfProceedings of ASPLOS-X] pages 97{106, 2004.



124

[57] J. Huh, C. Kim, H. Sha, L. Zhang, D. Burger, and S. Keckle A NUCA
Substrate for Flexible CMP Cache Sharing. IrProceedings of ICS-19June
2005.

[58] J. Huh, C. Kim, H. Sha, L. Zhang, D. Burger, and S. W. Kecker. A NUCA
Substrate for Flexible CMP Cache Sharing. IHCS '05: Proceedings of the
19th annual international conference on Supercomputingages 31{40, New
York, NY, USA, 2005. ACM Press.

[59] Y. Jin, E. J. Kim, and K. H. Yum. A Domain-Specic On-Chip Network
Design for Large Scale Cache Systems. Pnoceedings of HPCA-13February
2007.

[60] L. John. More on Finding a Single Number to Indicate Ovail Performance
of a Benchmark Suite. ACM Computer Architecture News 32(1), March 2004.

[61] U. Kapasi, W. Dally, S. Rixner, J. Owens, and B. Khailany The Imagine
Stream Processor. IProceedings of ICCD September 2002.

[62] S. Keckler and W. Dally. Processor Coupling: Integraig Compile Time
and Runtime Scheduling for Parallelism. InProceedings of ISCA-19 pages
202{213, May 1992.

[63] R. Kessler. The Alpha 21264 MicroprocessorlEEE Micro, 19(2):24{36,
March/April 1999.

[64] R. E. Kessler, R. Jooss, A. Lebeck, and M. Hill. Inexpers Implementations
of Set-Associativity. In Proceedings of ISCA-161989.

[65] C. Kim, D. Burger, and S. Keckler. An Adaptive, Non-Unibrm Cache Struc-
ture for Wire-Dominated On-Chip Caches. InProceedings of ASPLOS-X
October 2002.

[66] H.-S. Kim and J. Smith. An Instruction Set and Microarclitecture for
Instruction Level Distributed Processing. InProceedings of ISCA-29 May
2002.

[67] K. Krewell. UltraSPARC IV Mirrors Predecessor: Sun Buds Dualcore Chip
in 130nm. Microprocessor Report pages 1,5{6, Nov. 2003.

[68] A. Kumar, L. Peh, P. Kundu, and N. K. Jha. Express Virtual Channels:
Towards the Ideal Interconnection Fabric. InProceedings of ISCAJune 2007.

[69] R. Kumar, V. Zyuban, and D. Tullsen. Interconnectionsr Multi-Core Archi-
tectures: Understanding Mechanisms, Overheads, and Saali In Proceedings
of the 32nd ISCA June 2005.

[70] A.-C. Lai and B. Falsa. Memory Sharing Predictor: The Key to a Specula-
tive Coherent DSM. In Proceedings of ISCA-261999.



125

[71] A.-C. Lai and B. Falsa. Selective, Accurate, and Tima} Self-Invalidation
Using Last-Touch Prediction. In Proceedings of ISCA-27 pages 139{148,
2000.

[72] J. Laudon and D. Lenoski. The SGI Origin: A ccNUMA HighlyScalable
Server. InProceedings of ISCA-24pages 241{251, June 1997.

[73] A. R. Lebeck and D. A. Wood. Dynamic Self-Invalidation: Reducing
Coherence Overhead in Shared-Memory Multiprocessors. Rroceedings of
ISCA-22, pages 48{59, 1995.

[74] K. M. Lepak and M. H. Lipasti. Temporally Silent Stores.In Proceedings of
ASPLOS-X, pages 30{41, 2002.

[75] F. Li, C. Nicopoulos, T. Richardson, Y. Xie, N. Vijaykrshnan, and M. Kan-
demir. Design and Management of 3D Chip Multiprocessors Wsg Network-
in-Memory. In Proceedings of ISCA-33June 2006.

[76] J. Li, J. F. Martinez, and M. C. Huang. The Thrifty Barrier: Energy-Aware
Synchronization in Shared-Memory Multiprocessors. IRPCA '04: Proceed-
ings of the 10th International Symposium on High PerformaecComputer
Architecture, page 14, Washington, DC, USA, 2004. IEEE Computer Society.

[77] G. Loh. Exploiting Data-Width Locality to Increase Superscalar Execution
Bandwidth. In Proceedings of MICRO-35November 2002.

[78] G. Loi, B. Agrawal, N. Srivastava, S. Lin, T. Sherwood, rad K. Banerjee.
A Thermally-Aware Performance Analysis of Vertically Intgrated (3-D)
Processor-Memory Hierarchy. IrProceedings of DAC-43June 2006.

[79] N. Magen, A. Kolodny, U. Weiser, and N. Shamir. Intercamect Power
Dissipation in a Microprocessor. InProceedings of System Level Interconnect
Prediction, February 2004.

[80] P. Magnusson, M. Christensson, J. Eskilson, D. Forsgre G. Hallberg,
J. Hogberg, F. Larsson, A. Moestedt, and B. Werner. Simics: Bull System
Simulation Platform. IEEE Computer, 35(2):50{58, February 2002.

[81] M. Mamidipaka and N. Dutt. eCACTI: An Enhanced Power Esimation
Model for On-Chip Caches. Technical Report CECS Technicaldport 04-28,
University of California, Irvine, September 2004.

[82] M. Martin, D. Sorin, B. Beckmann, M. Marty, M. Xu, A. Alam eldeen,
K. Moore, M. Hill, and D. Wood. Multifacet's General Executon-Driven
Multiprocessor Simulator (GEMS) Toolset. Computer Architecture News
2005.

[83] M. M. K. Martin, M. D. Hill, and D. A. Wood. Token Coherence: Decoupling
Performance and Correctness. IRroceedings of ISCA-302003.



126

[84] D. Matzke. Will Physical Scalability Sabotage Performance Gains? IEEE
Computer, 30(9):37{39, September 1997.

[85] C. McNairy and R. Bhatia. Montecito: A Dual-Core, DualThread Itanium
Processor.IEEE Micro, 25(2), March/April 2005.

[86] M. Minzuno, K. Anjo, Y. Sume, M. Fukaishi, H. Wakabayash T. Mogami,
T. Horiuchi, and M. Yamashina. Clock Distribution Networks with On-Chip
Transmission Lines. InProceedings of the IEEE International Interconnect
Technology Conferencepages 3{5, 2000.

[87] M. L. Mui, K. Banerjee, and A. Mehrotra. A Global Intercannect Opti-
mization Scheme for Nanometer Scale VLSI With Implicationgor Latency,
Bandwidth, and Power Dissipation. IEEE Transactions on Electronic De-
vices Vol.51, No.2, February 2004.

[88] S. Mukherjee, P. Bannon, S. Lang, A. Spink, and D. Webb. he Alpha 21364
Network Architecture. In IEEE Micro, volume 22, 2002.

[89] S. Mukherjee, J. Emer, and S. Reinhardt. The Soft Error l@blem: An
Architectural Perspective. In Proceedings of HPCA-11 (Industrial Session)
February 2005.

[90] R. Mullins, A. West, and S. Moore. Low-Latency VirtualChannel Routers
for On-Chip Networks. In Proceedings of ISCA-31May 2004.

[91] N. Muralimanohar and R. Balasubramonian. Interconnédesign Consid-
erations for Large NUCA Caches. InProceedings of the 34th International
Symposium on Computer Architecture (ISCA-34)June 2007.

[92] N. Muralimanohar, R. Balasubramonian, and N. Jouppi. @timizing NUCA
Organizations and Wiring Alternatives for Large Caches wit CACTI 6.0.
In Proceedings of the 40th International Symposium on Microehitecture
(MICRO-40), December 2007.

[93] R. Nagarajan, K. Sankaralingam, D. Burger, and S. Keakl. A Design Space
Evaluation of Grid Processor Architectures. InProceedings of MICRO-34
pages 40{51, December 2001.

[94] R. Nagpal and Y. N. Srikant. Exploring Energy-Performace Trade-o s for
Heterogeneous Interconnect in Clustered VLIW Processordn Proceedings
of High Performance Computing2006.

[95] N. Nelson, G. Briggs, M. Haurylau, G. Chen, H. Chen, D. Albnesi, E. Fried-
man, and P. Fauchet. Alleviating Thermal Constraints whileMaintaining
Performance Via Silicon-Based On-Chip Optical Interconms. In Proceed-
ings of Workshop on Unique Chips and Systemdarch 2005.

[96] K. Olukotun, B. Nayfeh, L. Hammond, K. Wilson, and K.-Y.Chang. The
Case for a Single-Chip Multiprocessor. InProceedings of ASPLOS-VI)
October 1996.



127

[97] J.-M. Parcerisa, J. Sahuquillo, A. Gonzalez, and J. Dtma E cient Intercon-
nects for Clustered Microarchitectures. InProceedings of PACT September
2002.

[98] L.-S. Peh and W. Dally. A Delay Model and Speculative Ahstecture for
Pipelined Routers. InProceedings of HPCA-7 2001.

[99] L.-S. Peh and W. Dally. A Delay Model for Router Micro-achitectures. IEEE
Micro, 21(1):26{34, January/February 2001.

[100] J. M. Rabaey, A. Chandrakasan, and B. NikolicDigital Integrated Circuits -
A Design Perspective Prentice-Hall, 2nd edition, 2002.

[101] P. Racunas and Y. Patt. Partitioned First-Level Cachdesign for Clustered
Microarchitectures. In Proceedings of ICS-17June 2003.

[102] K. Ramani, A. lIbrahim, and D. Shimizu. PowerRed: A Fleible Modeling
Framework for Power E ciency Exploration in GPUs. In Workshop on
General Purpose Processing on Graphics Processing UniZ07.

[103] J. Rattner. Predicting the Future, 2005.
Keynote at Intel Developer Forum (article at
http://www.anandtech.com/tradeshows/showdoc.aspx?i= 2367&p=3.

[104] G. Reinman and N. Jouppi. CACTI 2.0: An Integrated Cach Timing and
Power Model. Technical Report 2000/7, WRL, 2000.

[105] O. Rochecouste, G. Pokam, and A. Seznec. A Case for a @tarity-e ective,
Width-partitioned Microarchitecture. In ACM Transactions on Architecture
and Code Optimization(TACO), 2006.

[106] J. Sanchez and A. Gonzalez. Modulo Scheduling for a IgeDistributed
Clustered VLIW Architecture. In Proceedings of MICRO-33pages 124{133,
December 2000.

[107] T. Sherwood, E. Perelman, G. Hamerly, and B. Calder. Aeamatically
Characterizing Large Scale Program Behavior. IRroceedings of ASPLOS-X
October 2002.

[108] P. Shivakumar and N. P. Jouppi. CACTI 3.0: An Integratd Cache Timing,
Power, and Area Model. Technical Report TN-2001/2, Compaq ¥étern
Research Laboratory, August 2001.

[109] E. Speight, H. Sha, L. Zhang, and R. Rajamony. Adaptig Mechanisms
and Policies for Managing Cache Hierarchies in Chip Multimcessors. In
Proceedings of ISCA-32June 2005.

[110] P. Stenstmm, M. Brorsson, and L. Sandberg. An Adapte Cache Coherence
Protocol Optimized for Migratory Sharing. pages 109{118, sy 1993.



128

[111] D. Sylvester and K. Keutzer. System-Level PerformaacModeling with
BACPAC - Berkeley Advanced Chip Performance Calculator. IfProceedings
of 1st International Workshop on System-Level InterconnePrediction, 1999.

[112] D. Tarjan, S. Thoziyoor, and N. Jouppi. CACTI 4.0. Techical Report
HPL-2006-86, HP Laboratories, 2006.

[113] M. Taylor, W. Lee, S. Amarasinghe, and A. Agarwal. Scal Operand
Networks: On-Chip Interconnect for ILP in Partitioned Architectures. In
Proceedings of HPCA-9 February 2003.

[114] M. Taylor, W. Lee, J. Miller, D. Wentzla, I. Bratt, B. G reenwald, H. Ho -
mann, P. Johnson, J. Kim, J. Psota, A. Raraf, N. Shnidman, V. 8umpen,
M. Frank, S. Amarasinghe, and A. Agarwal. Evaluation of the Rw Micro-
processor: An Exposed-Wire-Delay Architecture for ILP andstreams. In
Proceedings of ISCA-31June 2004.

[115] J. Tendler, S. Dodson, S. Fields, H. Le, and B. SinharoOWER4 System
Microarchitecture. Technical report, IBM Server Group Whiepaper, October
2001.

[116] S. Thoziyoor, N. Muralimanohar, and N. Jouppi. CACTI 9. Technical
Report HPL-2007-167, HP Laboratories, 2007.

[117] Y.-F. Tsai, Y. Xie, N. Vijaykrishnan, and M. Irwin. Three-Dimensional Cache
Design Using 3DCacti. InProceedings of ICCD October 2005.

[118] E. Tune, D. Liang, D. Tullsen, and B. Calder. Dynamic Rediction of Critical
Path Instructions. In Proceedings of HPCA-7 pages 185{196, January 2001.

[119] V. Venkatraman, A. Laely, J. Jang, H. Kukkamalla, Z. Zhu, and
W. Burleson. NOCIC: A Spice-Based Interconnect Planning T@ Empha-
sizing Aggressive On-Chip Interconnect Circuit Methods. nl Proceedings of
International Workshop on System Level Interconnect Preclion, February
2004.

[120] H. S. Wang, L. S. Peh, and S. Malik. A Power Model for Roets: Modeling
Alpha 21364 and In niBand Routers. InIEEE Micro, Vol 24, No 1, January
2003.

[121] H.-S. Wang, L.-S. Peh, and S. Malik. A Power Model for Riters: Modeling
Alpha 21364 and In niBand Routers. volume 23, January/Febnary 2003.

[122] H.-S. Wang, L.-S. Peh, and S. Malik. Power-Driven Degi of Router Microar-
chitectures in On-Chip Networks. InProceedings of MICRO-36 December
2003.

[123] H.-S. Wang, X. Zhu, L.-S. Peh, and S. Malik. Orion: A Poer-Performance
Simulator for Interconnection Networks. In Proceedings of MICRO-35
November 2002.



129

[124] J. Warnock, J. Keaty, J. Petrovick, J. Clabes, C. Kirckr, B. Krauter,
P. Restle, B. Zoric, and C. Anderson. The Circuit and PhysidaDesign of
the POWER4 Microprocessor.IBM Journal of Research and Development
46(1):27{51, Jan 2002.

[125] S. Wilton and N. Jouppi. An Enhanced Access and Cycle me Model for
On-Chip Caches. Technical Report TN-93/5, Compaq Western ésearch Lab,
1993.

[126] S. Wilton and N. Jouppi. An Enhanced Cache Access and €lg Time Model.
IEEE Journal of Solid-State Circuits May 1996.

[127] S. Woo, M. Ohara, E. Torrie, J. Singh, and A. Gupta. The BLASH-2 Pro-
grams: Characterization and Methodological Consideratis. In Proceedings
of ISCA-22, pages 24{36, June 1995.

[128] T. Xanthopoulos, D. Bailey, A. Gangwar, M. Gowan, A. Ja, and B. Prewitt.
The Design and Analysis of the Clock Distribution Network fo a 1.2GHz
Alpha Microprocessor. InProceedings of the IEEE International Solid-State
Circuits Conference pages 402{403, 2001.

[129] J. Yang, Y. Zhang, and R. Gupta. Frequent Value Compre®n in Data
Caches. InProceedings of MICRO-33 pages 258{265, December 2000.

[130] H. Zhang, G. Varghese, and J. Rabaey. Low-swing On-4ehBignalling
Technigues. Transactions on VLSI Systemspages 264{272, 2000.

[131] M. Zhang and K. Asanovic. Victim Replication: Maximiing Capacity while
Hiding Wire Delay in Tiled Chip Multiprocessors. InProceedings of ISCA-32
June 2005.



