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Background



Autonomous Database 

• To get rid of the work from DBAs.
• Tune the database performance fully automatically.
• RL (Reinforcement learning) is a promising direction to go.
• Core challenge: the sample complexity （AlphaGo)



Reinforcement Learning & Large-scale Databases 

• Too expensive → How to reduce the overhead?



Questions at core of this paper



Motivation



Sampling

• How to reduce the overhead?

→ What if train the policy network on a sampled database 

→ How do we do the sampling: towards mitigating un-ignorable noises 
and prediction drifting 

• How to adapt the model to the original database

→ Transfer the model to the original database



A Transferable Sampling-based Framework 

1. Train a model on an unbiased sampled database 
2. Transfer the trained model to the original database 



Method
Taking the index recommendation task as an example



Initial Training Phase -- Q function

• A workload feature network.

-> consider select, join and etc.

• An index feature network.

• A fusion network merging the

representations.



Continuous Learning Phase

• Step 1: Locate the outliers for the transferred model 

• Step 2: Tune the model with a new branch 



Lower and Upper Bound --- Robustness (noises)



Normalization of Rewards — Robustness

• To guarantee the model returns the consistent prediction results

for both the original database and any sampled database 

Learnable



Experiments



Setting

• Benchmark

TPC-H benchmark, JOBbenchmark 

• Server

Intel Xeon Processor E5 2660 v2 (25M 

Cache, 2.20 GHz) 

• Database

PolarDB, Intel Xeon Platinum 8163 CPU 

(25M Cache, 2.50GHz 

• GPU

V100

• Notation

Default: on the whole database

Percona: a RL baseline

Lift: a RL baseline

Random: random sampled

IR-Mirror-NR: 
• reward normalization

• continuous learning techniques 

IR-OR: no mirror 

IR-Mirror: without the optimizations 

Mirror-CL: all the optimizations



Main Result



Conclusion



Contributions

• Mirror reduces the training overhead by transferring a trained 
policy network. 

• Based on the theoretic bounds, Mirror adopts a continuous 
learning technique to refine the model on the original database. 

• Experiments demonstrate promising results.
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