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Figure 1: Comparison of the number of ray-plane and ray-triangle intersection tests generated by the primary rays using identical space partitioning between the BVH and our dual-split tree for the San Miguel scene shown on the right. The results show that our dual-split tree representation substantially reduces the number of ray-plane intersection tests during ray traversal with only a minor increase in the number of ray-triangle intersection tests.

ABSTRACT

We introduce the dual-split tree, a new tree-based acceleration structure for ray tracing. Each internal node of a dual-split tree uses two axis-aligned planes to either split the parent node into two child nodes or to mark the empty regions of the node. This allows child bounding boxes to overlap when desired. Thus, our dual-split tree is capable of representing space partitioning identical to any given bounding volume hierarchy. Our dual-split tree provides a significant reduction in the required acceleration structure storage by eliminating the redundant bounding planes that are commonplace in bounding volume hierarchies, providing better performance and storage savings than similar previous methods. As a result, we achieve improved rendering performance with dual-split trees, as compared to bounding volume hierarchies with a comparable level of optimization using identical or similar space partitioning.
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1 INTRODUCTION

Acceleration structures are crucial for high-performance ray tracing because they significantly reduce the ray traversal costs. Kd-trees were popular until recently, since they were known to provide the best rendering performance in most scenes. Unfortunately, building high-quality kd-trees that can deliver desirable render-time performance has been expensive, thereby undermining their popularity.

More recently, bounding volume hierarchies (BVHs) have become a popular choice for ray tracing acceleration because of the advances in algorithms for fast construction of the high quality BVHs and the good render-time performance they provide. BVHs have the unique property that they permit overlapping bounding volumes for sibling nodes in the tree structure, while other typical acceleration structures (such as kd-trees, octrees, grids, etc.) strictly separate the bounding volumes of sibling nodes. Thus, BVHs do not necessarily spatially separate the scene triangles, regardless of how they are oriented and distributed in a scene.

In this paper we introduce dual-split trees, a new acceleration structure for ray tracing. Unlike kd-trees that store a single axis-aligned plane to separate the child nodes of an internal node, our dual-split trees store two axis-aligned planes per node, which can align to either the same or different axes. This allows representing overlapping bounding volumes for sibling nodes, just like BVHs. Therefore, dual-split trees can represent a space partitioning identical to any given BVH. Furthermore, dual-split trees can provide a substantial reduction in storage as compared to a BVH with the identical space partitioning by eliminating the inherent storage redundancies in a typical BVH implementation. This is particularly important for large scenes, where memory accesses can be the bottleneck of ray traversal operations. Compared to other hybrid acceleration structures like the bounding interval hierarchy (BIH) [Wächter and Keller 2006] and H-Tree [Havran et al. 2006], our dual-split trees reduce the storage used and achieve higher traversal performance. In our tests with different scene sizes, we have observed up to 48% reduction in the acceleration structure.
storage, as compared to an uncompressed BVH with the identical space partitioning. Dual-split trees can be generated from a given BVH faster than building the source BVH. Even though a dual-split tree contains more nodes than the BVH from which it is generated, the overall storage for dual-split trees is considerably reduced compared to the uncompressed source BVH because dual-split trees avoid storing redundant data and require much less storage per node. Dual-split trees also introduce a similar reduction in the number of ray-plane intersection tests. All of these reductions lead to improvements of the ray traversal performance.

We compare our dual-split trees to uncompressed BVHs and other hybrid acceleration structures representing identical space partitioning. In our experiments, our dual-split trees provide a significant reduction in storage and achieve similar or better performance compared to other acceleration structures. Moreover, we show that additional reductions in storage and computation time can be achieved with our dual-split trees through slight modifications to the space partitioning that eliminates some of the bounding planes.

2 BACKGROUND

A large body of work is dedicated to ray tracing acceleration structures. They reduce the number of ray-object intersection tests and significantly improve ray tracing performance, especially as the geometric complexity of scenes continues to grow [Wald et al. 2009]. Overall, the approaches can be classified based on whether they partition space or objects.

One of the more popular space-partition acceleration structures is a kd-tree [Bentley 1975; Fuchs et al. 1988; Havran 2000]. Each node in the binary tree relies on an axis-aligned plane to split its child nodes and thus their geometric primitives. The plane can also separate geometry and empty space. Although kd-trees provide excellent ray traversal performance, they are not the fastest acceleration structures to build and require duplicating references to primitives that span across a splitting plane.

More recently, bounding volume hierarchies (BVHs) [Rubin and Whitted 1980] have become widely used for ray tracing. They par-
3.1 Splitting Nodes

The two planes in a splitting node separate the bounding boxes of the node’s children into two bounding volumes along a single axis. We refer to these planes as *splitting planes*.

Consider the BVH node with two child nodes shown in Figure 2a. The corresponding separation of child bounding boxes in a dual-split tree would begin with a splitting node, as shown in Figure 2b. The first splitting plane of a splitting node marks the maximum bound of the first child along the splitting axis, and the second splitting plane marks the minimum bound of the second child node.

3.2 Carving Nodes

A carving node, shown in Figure 2c, is used to trim the empty space within the bounding volume. Carving nodes partition the space into two regions: one empty and another non-empty. Each carving node has only a single child node.

Unlike the splitting nodes, the planes of a carving node do not have to be along the same axis. We refer to a carving node with the two planes along the same axis as a *single-axis carving node*. The first plane indicates where the non-empty region begins and the second plane indicates where it ends along the chosen axis (Figure 3a). We refer to a carving node with the two planes each along a different axis as a *dual-axis carving node*. In this case, the empty space around the bounding box is carved along the two separate axes. For a given pair of axes, there are four different carving plane configurations such that each one of the two carving planes can either mark the beginning or the end of the non-empty region (Figure 3b).

In 3D there are three possible combinations for a pair of axes (xy, xz, and yz), each with four different carving plane configurations, resulting in 12 unique types of dual-axis carving nodes. Combined with the three possibilities for single-axis carving nodes, there are 15 different types of carving nodes in a dual-split tree structure.

3.3 Tree Structure

A dual-split tree contains a collection of splitting nodes and carving nodes. Each splitting node divides the scene data into two partitions, which may be overlapping or separated by empty space. Carving nodes are placed after splitting nodes to mark the empty regions of each partition.

Carving nodes can also act as leaf nodes. A carving node that is a leaf would simply point to a set of scene primitives rather than a child node. The carving planes are treated in the same way, regardless of whether a carving node is a leaf.

A dual-split tree can also contain leaf nodes that are not carving nodes. Such leaf nodes would need no splitting or carving planes.

3.4 Traversal

The traversal of dual-split trees is similar to kd-trees, shown as pseudocode in Algorithm 1. Each ray keeps track of the valid depth range \([t_{\text{min}}, t_{\text{max}}]\) along its direction. As the ray traverses through each node, it checks intersections with split and carved bounding volumes. Each traversal step modifies the current valid depth range corresponding to the bounds of the nearest child, while pushing the range for the far child and its index onto the traversal stack. When a node is popped from the traversal stack, it is culled using the current
closest hit distance. Unlike kd-tree traversal which terminates as soon as a hit is found, dual-split tree traversal continues until the traversal stack is empty, because node bounding boxes can overlap.

A single ray-node intersection generates two hit distances, one for each plane. Similar to intersecting against an axis-aligned bounding box, one must properly consider plane orientations relative to the ray direction. Let \( t_1 \) and \( t_2 \) be the ray distances marking the intersections with the two planes.

For splitting nodes, we order \( t_1 \) and \( t_2 \) such that \( t_1 \) corresponds to the plane with its normal direction having the same sign as the ray direction, and \( t_2 \) corresponds to the intersection with the other plane. The ray intersects the closer child node when \( t_{min} \leq t_1 \) and intersects the other child node when \( t_{max} \geq t_2 \). Note that the ray would miss both child nodes if it is passing through the empty space in between the splitting planes, as shown in Figure 4.

The intersection with a carving node first trims the ray’s valid depth range to the non-empty volume defined by the carving planes. Then, the values \( t_{min} \) and \( t_{max} \) are compared such that if \( t_{min} > t_{max} \), the ray traverses the empty space, thus missing the child of the carving node. The ray intersects a single-axis carving node only when both \( t_{min} \leq t_1 \) and \( t_{max} \geq t_2 \).

Intersecting a dual-axis carving node resembles testing against a 2D axis-aligned bounding box defined by the two carving planes. Because the four possible configurations share different bounds with the parent node, each needs to be considered separately as shown in Figure 5.

4 IMPLEMENTATION DETAILS

Our dual-split tree implementation stores the acceleration structure linearly in memory with nodes in depth-first order. Sibling nodes are stored next to each other. The geometry is stored as an array of vertices and normals. Triangles are stored as an array of vertex indices. Leaf nodes reference into a global list of triangle indices.

4.1 Node Data Layout

In our implementation of dual-split trees, each node begins with a 6-bit header that determines the node type followed by a 26-bit integer offset. Leaf nodes with no carving planes are packed into 4 bytes. Other nodes that store two splitting planes require an additional 8 bytes to store the two plane locations as single-precision floating-point numbers. Thus, we use variable node sizes in our implementation.

The integer offset within the internal nodes points to the node’s first child as a relative index offset from the node’s position. The integer offset within each leaf node stores the index of the first triangle. Leaf nodes avoid storing the triangle count explicitly; instead, they rely on how triangle indices are stored in the global triangle index list. We use the sign bit of the triangle index to specify that a triangle is the last one belonging to a particular leaf node. Therefore, ray-triangle intersection starts at a given index list location and iterates until it reaches (and processes) a triangle specified by a negative index.

The 6-bit node header is shown in Figure 6. Node type dictates how the remaining bits are interpreted. Splitting nodes use two bits

\[
\begin{array}{c|c|c|c|c}
\text{Leaf} & 0 & 0 & 0 & 1 \\
\text{type} & \text{plane axes} & \text{left child size} & \text{leaf} \\
\text{Split} & 0 & 1 & 1 & 0 \\
\text{type} & \text{plane axis} & \text{leaf} \\
\text{Single-axis Carve} & 1 & 0 & 0 & 1 \\
\text{type} & \text{plane axis} & \text{corner type} & \text{leaf} \\
\text{Dual-axis Carve} & 1 & 0 & 0 & 1 \\
\text{type} & \text{plane axes} & \text{corner type} & \text{leaf} \\
\end{array}
\]

Figure 6: Node headers in our implementation of the dual-split tree consist of six bits allocated differently depending on the node type. Empty spaces store data as described in Section 4.1.
to store the axis used for splitting and another two bits to store the size of the first child in words, which can be either 1 or 3 (meaning 4 or 12 bytes). This simplifies computing the address for the second child using the integer offset.

Single-axis carving nodes use two bits to store the axis used for carving planes. Dual-axis carving nodes use two bits to store which axes are used for carving, encoded in the following manner for convenience: 00 for xy, 01 for xz, and 11 for yz. The two bits, labeled corner type in Figure 6, denote which of the four possible configurations is used, all illustrated in Figure 5.

Carving nodes can also act as leaves based on the leaf bit. If it is set, the index offset is interpreted as an index into the global triangle array. Leaf carving nodes still store and use the carving planes during traversal.

4.2 Construction from BVH

For fair comparison between a BVH or other hybrid acceleration structures and our dual-split tree, we construct the latter directly from a given BVH. The builder constructs a collection of dual-split tree nodes from each BVH node in a top-down manner. The builder relies on the surface area heuristic (SAH) [MacDonald and Booth 1990] to choose the configuration of splitting and carving nodes.

Given a BVH node with two child nodes, our builder first creates a splitting node. The splitting axis can be chosen as any one of the three possibilities. After splitting, carving nodes are placed as the child nodes of the splitting node as needed. Figure 7 shows examples of different carving node configurations in 2D that can be used to trim the same empty space. As shown in Figure 8, up to three carving nodes may need to be placed one after another to achieve the same space partitioning as the child nodes of the BVH node. Yet, three carving nodes following a splitting node is rare in practice, since most BVH nodes share some planes with their parents. In most cases, zero or one carving node is sufficient to represent the space partitioning identical to the BVH.

Let \( k \in \{x, y, z\} \) represent the splitting axis for a splitting node and \( C_k = C^L_k + C^R_k \) be the SAH cost of selecting axis \( k \), where \( C^L_k \) and \( C^R_k \) are the costs of the two child nodes. \( C^L_k \) can be computed, including up to \( \ell \leq 3 \) carving nodes underneath it, such that

\[
C^L_k = \sum_{j=1}^{\ell} \frac{S^L_j}{S} C_j + \frac{S^L}{S} C^L T^L,
\]

where \( S \) and \( S^L_j \) are the surface areas of the parent splitting node and its immediate left child node; \( S^L_1, S^L_2 \), and \( S^L_3 \) are the surface areas of up to three carving nodes; \( C_1, C_2, \) and \( C_3 \) are their traversal costs; \( C^L \) is the triangle intersection cost, and \( T^L \) is the number of triangles within the left child node. \( C^R_k \) is computed similarly. In our implementation we use \( C_j = \sigma C^L_j \), where single-axis carving nodes set \( \sigma = 0.3 \), and dual-axis carving nodes set \( \sigma = 0.5 \) (see Figure 7). To select an optimal configuration of the nested carving nodes, we compare the SAH costs of all possible configurations. The builder generates the nested carving nodes corresponding to the configuration with the lowest SAH cost.

4.2.1 Identical bounds. Dual-split tree can match the BVH partitioning exactly by generating up to three carving node levels for every BVH node. In this case, the SAH costs (Equation 1) use the bounding boxes \( S, S^L_j \), and \( S^R_j \) that are provided directly by the BVH for each node. Although this approach provides a faithful representation of the BVH, it can generate more nodes than required. We refer to this dual-split tree construction as identical.

4.2.2 Approximate bounds. In some cases, carving small amounts could generate an excessive number of carving nodes which would increase the traversal and storage costs. It is more beneficial to delay the creation of a carving node until deeper in the tree, so that a single carving node can carve empty space accumulated over several BVH levels. We enable this optimization by letting SAH dictate when to avoid the generation of a carving node. The builder keeps track of node bounding boxes rather than using what BVH provides directly.

5 RESULTS

We evaluate the performance of our dual-split tree and compare it to a traditional uncompressed binary BVH, a BIH, an H-Tree, and a Compact BVH. We do not compare with B-KD tree, as it is designed for special hardware, and cannot be converted directly from the BVH to use the same spatial partitioning. We evaluate the acceleration structure storage and the traversal performance measured by render times and ray intersection counts.

The binary BVH is built using the Intel Embree API v.2.16.5 [Wald et al. 2014] without splits and with a maximum of 8 triangles per leaf node. We store the uncompressed BVH linearly in memory where each parent stores the bounding boxes of its children and siblings are stored next to each other. We use varying node sizes, such that the internal BVH nodes are 52 bytes, and leaf nodes are 4 bytes (since their bounding boxes are stored by their parent nodes). The Compact BVH is derived from the binary BVH and stores each node
Table 1: Comparison of the performance of several acceleration structures.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BVH</td>
<td>262K triangles (187%)</td>
<td>11.0</td>
<td>5.20</td>
<td>BVH</td>
<td>2.2M triangles (213%)</td>
<td>15.5</td>
<td>6.30</td>
<td>4.38</td>
</tr>
<tr>
<td>Dual-Split Trees</td>
<td>1.1M triangles (256%)</td>
<td>260</td>
<td>2.90</td>
<td>Dual-Split Trees (identical)</td>
<td>2.2M triangles (256%)</td>
<td>15.5</td>
<td>6.30</td>
<td>4.38</td>
</tr>
<tr>
<td>Compact</td>
<td>214K triangles (282%)</td>
<td>11.0</td>
<td>5.20</td>
<td>Compact</td>
<td>2.2M triangles (213%)</td>
<td>15.5</td>
<td>6.30</td>
<td>4.38</td>
</tr>
<tr>
<td>H-Tree</td>
<td>10.5M triangles (221%)</td>
<td>11.0</td>
<td>5.20</td>
<td>H-Tree</td>
<td>2.2M triangles (256%)</td>
<td>15.5</td>
<td>6.30</td>
<td>4.38</td>
</tr>
<tr>
<td>Accel. Structure</td>
<td>12.8M triangles (256%)</td>
<td>11.0</td>
<td>5.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Percentages are relative to the (uncompressed) BVH. Lower values are better. Values shown in red are the smallest.

We evaluate two versions of the proposed dual-split tree: identical which follows the BVH bounds precisely (Section 4.2.1), and similar directly using the structures in the original publications [Wächter and Keller 2006; Havran et al. 2006].

using 32 bytes. Our implementation closely follows the implementation details provided by Fabianowski and Dingliana [2009]. For BVH and H-Tree, we use an optimized node representation (shown in the supplemental material) that is comparable to ours, instead of
which approximates the bounds by removing some carving nodes (Section 4.2.2). Both versions are built by converting the binary BVH obtained from Embree. This conversion is much simpler than a full acceleration structure build and takes about a half of the BVH build time in our tests. For the tested scenes, Embree builds the source BVHs in 47 to 1,603 ms, while our unoptimized parallel converter generates dual-split trees in 18 to 913 ms. Both BIH and H-Tree are also converted from the same BVH which guarantees identical space partitioning. For H-Tree, we use the SAH scheme that Havran et al. provide [2006]. For BIH, we use the SAH scheme similar to ours since the authors rely on a non-greedy fast builder [Wächter and Keller 2006].

To evaluate the ray tracing performance of the acceleration structures, we rely on path tracing [Kajiya 1986] with up to five diffuse bounces without Russian Roulette. This workload generates rays that are highly incoherent. We render a variety of scenes, shown in Figure 9, at the image resolution of 1024 × 1024 pixels with 1 sample per pixel. We report the results as an average over 32 frames. Our results are generated using a system with an Intel i7-5930K CPU with 6 cores (12 threads) running at 3.5GHz base frequency. We provide the source code for the traversal kernels in the supplemental materials. The rest of the rendering code is common to all tested acceleration structure methods. Our traversal implementation does not use ray packets.

5.1 Acceleration Structure Storage

First, we compare the storage of the acceleration structures, shown in Table 1 and the top row of Figure 10. Overall, the identical dual-split tree uses 31 – 48% less storage than the uncompressed BVH, while the similar dual-split tree uses 39 – 53% less. The Compact BVH uniformly reduces the storage by 43% compared to BVH, while both BIH and H-Tree save less than 20% on average. Dual-split trees use less space for scenes with more regular geometry (Soda Hall Interior, Dragon Sponza, and Powerplant), because scenes with more irregular geometry (Vegetation and Hairball) have more overlapping bounding volumes. The same behavior also holds for BIH and H-Tree. While the identical dual-split tree saves less storage than the Compact BVH for scenes with more irregular geometries, the similar dual-split tree saves more storage than the Compact BVH for all tested scenes except for Vegetation.

Figure 10: Performance comparisons of several acceleration structures for different scenes: (top) acceleration structure storage and (bottom) the resulting frame render times, provided in Table 1.

We show the node counts and the percentages of the dual-split tree node types in Table 2. The similar dual-split tree uses fewer carving nodes than the identical dual-split tree. Table 3 shows a reduction in the number of carving node levels after a single splitting node. Since scenes with more irregular geometry include multiple levels of carving nodes, removing some of the carving nodes saves a significant amount of storage. In addition, for most tested scenes, the similar dual-split tree also generates more single-axis carving nodes because their traversal cost is lower.

Note that the dual-split trees contain more carving nodes for scenes where geometry is more irregular. As shown in Table 1, for scenes with irregular (regular) geometry, the dual-split trees require more (less) than twice as many nodes traversed per ray compared to the uncompressed BVH. Dual-split trees require more ray-plane intersection tests for the scenes with more irregular geometry. The intersection counts provide an insight of why our dual-split tree results in better improvement in performance for scenes with more regular geometry.

5.2 Frame Render Time

On average, both dual-split tree versions render frames about 17% faster than BVH flavors for our test scenes, as shown in Table 1 and the bottom row of Figure 10. More specifically, the identical dual-split tree is 8.4 – 30.0% (17.0% on average) faster, and the similar dual-split tree is 10.4 – 30.1% (17.3% on average) faster. Although the similar dual-split tree that has fewer carving nodes reduces storage, it provides a small reduction in render time in our tests compared to the identical version. In comparison, BIH and H-Tree are on average only 3.7% and 4.5% faster than the uncompressed BVH.
In our test scenes, the Compact BVH renders the frames 3.3 – 12.4% slower than the uncompressed BVH. Profiling shows that the performance drop is multifactorial—the prefetcher, caches, and branches all seem to have a harder time, and the compiler fails to optimize the branches in the Compact BVH traversal as well as the uncompressed BVH traversal. Although this does not agree with the results given by Fabianowski and Dingliana [2009], we speculate that the difference can be attributed to the differences in hardware (CPU vs GPU). In particular, we speculate that the compressed nature of nodes makes hardware prefetching difficult, and CPUs have more trouble hiding the latency this introduces, owing to their memory architectures being optimized for latency over bandwidth.

5.3 Traversal Costs per Ray

While dual-split trees can maintain the space partitioning provided by the BVH, the tree structure is different. We evaluate the effects of this difference by considering the ray traversal in detail. Overall, the dual-split trees generate more nodes than the BVH (50% on average), although each dual-split tree node uses much less storage (12 or 4 bytes per dual-split tree node compared to 52 or 4 bytes per uncompressed BVH node). On average, the rays traverse 2x as many dual-split tree nodes as BVH nodes. However, because each node of a dual-split tree stores only two planes, the total number of ray-plane intersections is around 40% that of the uncompressed BVH, 51% of the BIH, and 51% of the H-Tree.

On the other hand, the identical dual-split tree does not perform exactly the same number of ray-triangle intersection tests per ray as compared to the BVH. This is because the traversal order is similar to a kd-tree: when using early ray termination, the child bounding box intersected first is not guaranteed to be traversed first, which could cause more triangle intersections compared to a BVH. As a result, this can lead to a minor increase in the number of ray-triangle intersection tests in some scenes (2% on average). This increase is more prominent with similar dual-split trees (7% on average).

6 DISCUSSION AND FUTURE WORK

Our proposed dual-split trees significantly reduce the number of ray-plane tests required during traversal, but at the cost of visiting more nodes. On GPUs where memory latency is hidden by keeping many threads in flight, rather than relying on caches, this might not immediately translate to better performance. Increasing the number of dependent memory accesses might be detrimental to performance whereas pure compute can generally be well hidden. In fact, the state of the art in GPU traversal of wide BVHs [Ylitie et al. 2017] is to fetch fewer and larger nodes. We leave the modifications to increase the width of the dual-split trees for future work.

The proposed dual-split tree presents fertile ground for future research. Although the results in this paper build the dual-split tree from a BVH to provide direct comparisons, one can imagine a dedicated builder that can help improve the space savings and traversal performance further. Also, exploring methods to update the dual-split tree dynamically for animated scenes would be an interesting direction for future work.

Many high-performance ray tracing implementations today use BVH flavors with more than two children per node. These variants are known to provide performance improvements, especially when combined with vectorization, SIMD processing, and ray packets. While our dual-split tree can also represent space partitioning identical to such BVH variants, exploring modifications of the dual-split tree to achieve the same benefits of the non-binary BVH flavors would be an interesting future research direction.

One difficulty with the dual-split tree is that the node traversal kernel is significantly more complicated than a simple BVH traversal kernel. Therefore, both compiler and hand optimizations of the dual-split tree traversal kernel may pose additional challenges. Indeed, the significant reductions in storage and the number of ray-plane intersections with our dual-split tree correspond to a relatively small improvement in render time. We believe that the additional complexity of the dual-split tree node traversal might be one of the factors limiting the performance gain in our implementation. Additionally, different types of nodes result in code branching during traversal, further affecting performance. However, the dual-split tree may be an attractive option for the dedicated ray tracing hardware which can include specialized decoding units for any acceleration structure.

7 CONCLUSION

We have introduced a dual-split tree, an acceleration structure that is capable of representing the spatial partitioning identical to any BVH with substantial space savings and improved ray traversal performance, which outperforms previous hybrid acceleration.
Table 3: Distribution of carving node types for the dual-split tree flavors reported as a percentage of the total number of carving nodes.

<table>
<thead>
<tr>
<th>Carving Node Levels</th>
<th>Dual-Split Tree (identical)</th>
<th>Dual-Split Tree (similar)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None</td>
<td>1</td>
</tr>
<tr>
<td>Crytek Sponza</td>
<td>14%</td>
<td>73%</td>
</tr>
<tr>
<td>Vegetation</td>
<td>9.8%</td>
<td>71%</td>
</tr>
<tr>
<td>Soda Hall Interior</td>
<td>31%</td>
<td>65%</td>
</tr>
<tr>
<td>Hairball</td>
<td>15%</td>
<td>70%</td>
</tr>
<tr>
<td>Dragon Sponza</td>
<td>16%</td>
<td>78%</td>
</tr>
<tr>
<td>San Miguel</td>
<td>13%</td>
<td>74%</td>
</tr>
<tr>
<td>Powerplant</td>
<td>35%</td>
<td>62%</td>
</tr>
</tbody>
</table>

Carving Node Levels shows the number of carving node levels used consecutively after a splitting node. None means no carving nodes between two splitting nodes. The Single-Axis and the Dual-Axis columns report the percentages of the single-axis and the dual-axis carving nodes. Note that the similar dual-split tree removes a considerable number of carving nodes: the corresponding None column has a much larger percentage.
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