Again we will consider high-dimensional data $P$. Now we will consider the uses and effects of randomness. We will use it to simplify $P$ (put it in a lower dimensional space) and to recover data after random noise has interfered with it.

Then to discuss recovery, we need to model the problem a bit more carefully. So we will define the *compressed sensing* problem. Then we will discuss the simplest way to recover data *orthogonal matching pursuit*. Although this technique does not have the best possible bounds, it is an extremely general approach that can be used in many areas.

### 17.1 Compressed Sensing

The compressed sensing problem is as follows. The data is $S$, a *sparse* $d$-dimension vector; that is, it only has $m$ non-zero entries for $m \ll d$.

For example, let

$$S^T = \begin{bmatrix} 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \end{bmatrix}$$

for $d = 32$ and $m = 8$. (Often in practice, in “noisy settings” the non-zeros could be larger, and the “zeros” may be small, such as $< 0.05$.)

Now the goal is to make only $N = K \cdot m \log(d/m))$ (random) measurements of $S$ and recover it exactly (or with high probability). In some settings $K$ is 4, and not more than 20 in general. For this to work, each measurement needs to be of (nearly) the entire matrix, otherwise we can miss a non-zero and just never witness it.

Let a measurement $x_i$ be a random vector in $\{ -1, 0, +1 \}^d$. Example:

$$x_i^T = \begin{bmatrix} -1 & 0 & 1 & 0 & 1 & 1 & -1 & 0 & 1 & 0 & 1 \end{bmatrix}$$

and the result of the measurement on $S$ is

$$y_i = \langle S, x_i \rangle = 0+0+0+1+0+0+0+0+0+0+0+0+0+1+0+0+1+0+1-0=2.$$ 

In general we will have a $d \times N$ measurement matrix $X = [x_1; x_2; \ldots; x_N]$ and a measurement $y = XS$. The measurement vector $y$ takes about $N \log N \approx m \log(d/m) \log m$ space, which is much less than $S$. Since it requires $\log d$ bits just to store the location of each non-zero in $S$, this is really only an extra $\log m$ space factor over just storing the non-zero bits in $S$. Hence the great compression.

**Examples:**

- **single pixel camera:** Instead of 10 Gigapixels (about 25MB), directly sense the 5MB jpg. This is hard, but we can get kind of close. Take $N$ measurements where each $y_i$ is the *sum* of all 10 Gigapixels with a random mask $x_i$. Each pixel is either taken in “as is” ($a + 1$), is blocked ($a 0$), or is subtracted ($a 1$).

  Such cameras have been built - they work ok, not as well as regular camera :).

- **Hubble Telescope:** High resolution camera in space (less atmospheric interference). But communication to/from space is expensive. So with fixed (but initially random) mask matrix $X$, that is already know on Earth, can send compressed signals down.
• **MRI on kids:** They squirm a lot. So few angles voxels need to be sensed and this technique gets the best images available on kids. Not as high resolution as on full MRI, but with much much less time.

• **Noisy Data:** Data is often noisy, and have more attributes than actually there. This helps find the true structure. See more next lecture.

17.2 Orthogonal Matching Pursuit (OMP)

Now given all of these sensed random measurements, we need to describe how to recover the true sparse signal. Orthogonal Matching Pursuit (OMP) is one of the simplest ways. It is simple and greedy (with some chance to recover). It is like a discrete $L_1$ version of the technique for computing the SVD (the power method), and can be useful for many other hard optimization problems. We assume we know the measurement $(d \times N)$ matrix $X$, and the $N$ measurements $y$.

- First, find the measurement column $X_j$ (not the row $x_i$ used to measure).
  \[
  X_j = \arg \max_{X_{j'} \in X} |\langle y, X_{j'} \rangle|.
  \]
  This represents the single index of $S$ that explains the most about $y$.

- Next we find the weight
  \[
  \gamma = \arg \min_{\gamma \in \mathbb{R}} \| y - X_j \gamma \|
  \]
  that represents our guess of entry $s_j$ in $S$. If $S$ is always $0$ or $1$, then we may enforce that $\gamma = 1$.

- Finally, we calculate the residual $r = y - X_j \gamma$. This is what remains to be explained by other elements of $S$.

- Then we repeat for $t$ rounds. We stop when the residual is small enough (nothing left to explain) or $\gamma$ is small enough (the additional explanation is not that useful).

**Algorithm 17.2.1 Orthogonal Matching Pursuit**

Set $r = y$.

_for $i = 1$ to $t$ do_

  Set $X_j = \arg \max_{X_{j'} \in X} |\langle r, X_{j'} \rangle|$.
  Set $\gamma_j = \arg \min_{\gamma} \| r - X_j \gamma \|$.
  Set $r = r - X_j \gamma_j$.

_Return $\hat{S}$ where $\hat{s}_j = \gamma_j$ (or $0$)._

**Remarks**

- Can add a regularization term into loss function
  \[
  X_j = \arg \min_{\gamma} \| r - X_j \gamma \| + \alpha \| \gamma \|
  \]
  and, as we will see next lecture, this will bias towards sparse solutions.

- Can re-solve for optimal least squares to get better estimate each round, but more work.
  \[
  \gamma_{1, ..., i} = \arg \min_{\gamma_{1, ..., i}} \| y - [X_{j_1}, \ldots, X_{j_i}] \gamma_{1, ..., i} \|
  \]
  \[
  r = r - [X_{j_1}, \ldots, X_{j_i}] \gamma_{1, ..., i}
  \]
• This converges if in each step we restrict \( \| r_i \| < \| r_{i-1} \| \). A Frank-Wolfe analysis can show that it is within \( \varepsilon \) of optimal after \( t = 1/\varepsilon \) steps. Although it may not be a global optimum.

• Term “orthogonal” comes since each \( X_{j_i} \) in the \( i \)th step is always linear independent of \([X_{j_1} \ldots X_{j_{i-1}}]\).

• Roughly, the analysis of why \( d \log(m/d) \) measurements is through the Coupon Collectors since we need to hit each of the \( d \) measurements. And since \( X \) is random and \( N \) is large enough, then each \( \langle X_j, X_j' \rangle \) (for \( j \neq j' \)) should be small (they are close to orthogonal).

### 17.2.1 Orthogonal Matching Pursuit Example

We now consider a specific example for running Orthogonal Matching Pursuit, this has \( d = 10 \), \( m = 3 \) and \( N = 6 \). Let the (unknown) input signal be

\[
S = [0, 0, 1, 0, 0, 1, 0, 0, 1, 0].
\]

Let the measurement matrix by

\[
X = \begin{bmatrix}
0 & 1 & 1 & -1 & -1 & 0 & -1 & 0 & -1 & 0 \\
-1 & -1 & 0 & 1 & -1 & 0 & 0 & -1 & 0 & 1 \\
1 & -1 & 1 & -1 & 0 & -1 & 1 & 1 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 & 1 & -1 & -1 & 1 & 1 \\
-1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & -1 & -1 \\
0 & 0 & -1 & -1 & -1 & 0 & -1 & 1 & -1 & 0
\end{bmatrix}
\]

so for instance the first row \( x_1 = (0, 1, 1, -1, -1, 0, -1, 0, -1, 0) \) yields measurement \( \langle S, x_1 \rangle = 0 + 0 + 1 + 0 + 0 + 0 + 0 + 0 + (-1) + 0 = 0 \).

The observed measurement vector is

\[
y = XS^T = [0, 0, 0, 1, 1, -2]^T.
\]

Columns 7 and 9 have the most explanatory power towards \( y \), based on \( X \). We let \( j_1 = 9 \). \( X_{j_1} = X_9 = (-1, 0, 0, 1, 1, 1, -1)^T = x(\ ; 9) \). Then \( 1 = \gamma_1 = \arg \min_\gamma \| y - X_9 \gamma \| \). We can then set \( r = y - X_9 \gamma_1 = (1, 0, 0, 0, 0, -1) \).

Next, we observe that columns 3, 4, 5, 7, and 9 have the most explanatory power for the new \( r \). We choose 3 arbitrarily, letting \( j_2 = 3 \). Let \( X_{j_2} = X_3 = (1, 0, 1, -1, 0, -1)^T = x(\ ; 3) \). Then \( 1 = \gamma_2 = \arg \min_\gamma \| r - X_3 \gamma \| \) (actually any value in the range \([0, 1]\) will give same minimum). Using \( \gamma_2 \) we update \( r = r - X_3 \gamma_2 = (0, 0, -1, 1, 0, 0) \). Note: This progress seemed sideways at best. It increased our non-zero \( \gamma_i \) values, but did not decrease \( \| r - y \| \).

Finally, we observe columns 1, 3, 6, 7, and 8 have the most explanatory power of the new \( r \). We choose 6 arbitrarily, let \( j_3 = 6 \). Note: we could have chosen 3, and then gone an updated our choice of \( \gamma_2 \). Let \( X_{j_3} = X_6 = (0, 0, -1, 1, 0, 0)^T = x(\ ; 6) \). Then \( 1 = \gamma_3 = \arg \min_\gamma \| r - X_6 \gamma \| \). Then using \( \gamma_3 \) we update \( r = r - X_6 \gamma_3 = (0, 0, 0, 0, 0, 0) \). So we have completely explained \( y \) using only 3 data elements.

**Remarks:**

• This would not have worked so cleanly if we made other arbitrary choices. Using OMP typically needs something like \( N = 20 \times m \log d \) measurements (instead of 6). Large measurements would have made it much more likely that at each step we chose the correct variable \( j_i \) as most explanatory.
• This still will not always converge to the correct solution. It might get stuck without explaining everything exactly. In that case, we can often guess we still get a good enough explanation (although slightly off) and leave it at that. With much larger $d$ and $m$, getting a good guess of the $m$ non-zero bits might still be useful. There are other more complex minimization techniques we can alternatively consider in the next lecture.