Estimating myocardial motion by 4D image warping
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ABSTRACT

A method for spatio-temporally smooth and consistent estimation of cardiac motion from MR cine sequences is proposed. Myocardial motion is estimated within a four-dimensional (4D) registration framework, in which all three-dimensional (3D) images obtained at different cardiac phases are simultaneously registered. This facilitates spatio-temporally consistent estimation of motion as opposed to other registration-based algorithms which estimate the motion by sequentially registering one frame to another. To facilitate image matching, an attribute vector (AV) is constructed for each point in the image, and is intended to serve as a “morphological signature” of that point. The AV includes intensity, boundary, and geometric moment invariants (GMIs). Hierarchical registration of two image sequences is achieved by using the most distinctive points for initial registration of two sequences and gradually adding less-distinctive points to refine the registration. Experimental results on real data demonstrate good performance of the proposed method for cardiac image registration and motion estimation. The motion estimation is validated via comparisons with motion estimates obtained from MR images with myocardial tagging.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

According to World Health Organization estimates, 16.7 million people around the world die of cardiovascular diseases (CVDs) each year [1]. CVDs which primarily affect the myocardium are called cardiomyopathies, and these can be generally classified into two major groups, extrinsic and intrinsic cardiomyopathies. Extrinsic cardiomyopathies are those where the primary pathology is outside the myocardium itself, e.g., ischemic cardiomyopathy or cardiomyopathy secondary to sarcoidosis. Intrinsic cardiomyopathies are not due to an identifiable external cause, and are usually diffuse and may be difficult to diagnose. Detecting abnormalities in myocardial function can greatly help in the early diagnosis of intrinsic cardiomyopathies.

Intrinsic cardiomyopathies present themselves in different forms, including structural changes such as wall thinning, fat deposition or fibrosis, and functional changes, e.g., variations in ventricular wall motion, ejection fraction, and perfusion. Both of these types of information need to be extracted from the image before an accurate diagnosis can be made. Much work has been done in the area of feature extractors for structural characterization of disease. This has focused primarily on image features such as intensities and gradients [2], moments [3,4], Gabor features [5,6], and local frequency representations [7]. One difficulty in analysis of diffuse cardiomyopathies is that not all of the pathology can be characterized in terms of structural changes. Function at rest may be abnormal as a result of ischemic heart disease (including ischemia, infarction, and stunned or hibernating myocardium) or related to myocardial structural changes from infiltrative or genetic cardiomyopathies. During stress testing, new or worsening wall motion abnormalities are indicative of functionally significant coronary artery stenosis [8]. In addition, wall motion imaging to detect regional contractile reserve is an accurate measure of myocardial viability in ischemic heart disease, and the results can help guide coronary revascularization therapy. Thus, characterizing cardiomyopathies based on both structural and functional changes will make the diagnostic algorithm more accurate and robust.

Most clinical modalities used to image myocardial function evaluate passive wall motion (ventriculography) or wall thickening (echocardiography, gated single-photon emission computed tomography, or cine MR imaging). Some types of imaging, such as MRI with myocardial tagging and echocardiography with tissue Doppler imaging, also allow quantitative measurement of regional intramyocardial motion and, subsequently, strain, which can be more sensitive to wall motion abnormalities than just wall thickening.
alone. MR imaging methods for quantification of intramyocardial wall motion can be loosely classified into two approaches, i.e., those relying on specially developed MR imaging pulse sequences, like MR tagging [9,10], to help in the estimation of myocardial motion, and those relying on image analysis techniques to extract motion estimates from conventional cine MR sequences. Recent work has also compared the results obtained from the analysis of tagged vs. cine MR sequences [11]. For the sake of brevity, we limit our review of related work to the latter.

1.1. Extracting motion from cine MR images

Cine MR images are acquired in a clinical setting typically with an in-plane resolution of 0.84–1.2 mm, and slice thickness in the range of 6–10 mm. The temporal resolution generally varies between 25 and 70 ms. Many methods have been developed for extracting cardiac motion fields from cine MR sequences [12–16]; these can be classified into two main categories. The first approach uses segmentation of the myocardial wall, followed by geometric and mechanical modeling using active contours or surfaces to extract the displacement field and to perform the motion analysis [12,16,17]. For matching two contours or surfaces, curvatures are frequently used to establish initial sparse correspondences, followed by dense correspondence interpolation in other myocardial positions by regularization or mechanical modeling [12,14]. The lack of distinct landmarks on the myocardial wall makes it difficult to estimate the wall motion based on surface tracking. In addition, this approach is very sensitive to the accuracy with which the myocardium can be segmented, and it performs poorly in regions within the myocardium, generally aligning only the myocardial boundaries.

The other approach uses energy-based warping or optical flow techniques to compute the displacement of the myocardium [15,18,19]. Perperidis et al. [15] use a regular grid with a B-spline basis to model the deformation and use normalized mutual information as the similarity metric which is calculated over the whole image. Although this produces reasonable motion estimates, there are two major issues that need more attention. Firstly, since the similarity function is evaluated over the entire image, it is not very effective at capturing localized small deformations in the myocardial wall. These localized deformations can be theoretically captured by refining the B-Spline grid, however, increasing the grid resolution increases the computational cost of the method. In addition, increasing the grid resolution in regions outside the myocardium, like the blood pool, results in over registration, and creates unwanted artifacts. Since our ultimate goal is to be able to characterize cardiomyopathies, these subtle variations are very important. Again, these approaches are limited by the dimensionality of the transformation that they can estimate. The B-spline-based approach would require a very fine grid in order to capture these subtle variations. Secondly, since most motion estimation approaches are built up from standard three-dimensional (3D) deformable registration techniques, they do not take temporal smoothness and consistency into account, which is an important part of the estimation process. For example, while registering two cine MR sequences, Perperidis [15] enforces temporal smoothness by considering a four-dimensional (4D) B-spline grid to model the transformation and therefore produces better results than those obtained earlier. We hypothesize that incorporating temporal smoothing into the motion estimation process will produce better estimates of myocardial motion. A more detailed and thorough review of cardiac image registration methods can be found in [20], and a more general review of image registration methods can be found in [21].

2. Method

In this paper, we propose a new method for estimation of spatio-temporally consistent myocardial motion fields from MR images, based on a 4D elastic registration algorithm. Unlike other approaches that estimate myocardial motion by performing a series of deformable 3D-registrations, we instead present it as a 4D registration problem, which makes the motion estimates temporally smooth and consistent. We describe our algorithm in detail in the following three subsections. First, we describe the formulation of the myocardial motion estimation problem as one of 4D registration. Then, we describe the use of attribute vectors (AVs) for correspondence detection, which is fundamental to the registration process. Finally, we present the actual 4D registration algorithm, which is formulated as an energy minimization problem. The outline of the overall motion estimation algorithm is schematically shown in Fig. 1.

2.1. Motion estimation using a 4D registration framework

Cardiac motion estimation is the problem of determining a transformation that captures the motion of every point, \( \mathbf{x} \), in the myocardium over the cardiac cycle \( \{1 \leq t \leq N\} \). If we can register 3D images acquired at different phases, \( t \), of the cardiac cycle to each other, we can then have an estimate of cardiac motion. This is the approach taken in most cardiac motion estimation algorithms, i.e., they register all the frames in the sequence to a reference frame, typically the end-diastolic frame. Thus, for estimating cardiac motion from end-diastole to other times in a periodic sequence of \( N \) 3D images \( I(x,t) = [I_1(x), \ldots, I_N(x)], \) with \( I_1 \) as the end-diastolic image, we need to register the end-diastolic image \( I_1 \) to images at all other time-points. As mentioned earlier, this approach does not guarantee temporal smoothness or consistency. In particular, a single frame with bad correspondences can add substantial errors to the motion estimation; solving it within a 4D registration framework may obviate these problems. As long as a majority of neighboring frames have accurate correspondences, the bad correspondences in a bad frame will not contaminate estimates in those neighboring frames under the 4D registration framework. In contrast, the correspondences in bad frames can be potentially corrected by neighboring frames.

In order to use a 4D image registration for simultaneously estimating the motion from the end-diastolic image \( I_1 \) to all other time-points \( I_t \), we generate a new 4D image, i.e., a new image sequence \( T(x,t) = [I_1(x), \ldots, I_N(x)], \) which repeats the end-diastolic image \( I_1 \) as images at \( N \) different time-points (Fig. 2). This image sequence represents the stationary heart of the same patient, and is used as the template sequence. Thus, by registering the 4D image \( I(x,t) \) to \( T(x,t) \) via a spatial transformation \( h(x,t) \), the motion for each point \( x \) in the end-diastolic \( I_1 \) to all other time-points in a cardiac sequence can be estimated. The displacement field \( u(x,t) \) defines the mapping from the coordinate system of the end-diastolic image, \( I_1 \), to the image at time \( t \), \( I(x,t) \), while the transformation \( h(x,t) = x + u(x,t) \) defines the mapping that transforms the end-diastolic image into the specific shape at time \( t \). Notably, the transformation \( h(x,t) \) does not contain any temporal components, and it is thus restricted to 3D spatial deformations at the same time-point, since no temporal differences exist in the generated image sequence \( T(x,t) \) and thus there is no need to consider temporal variations.

2.2. Attribute vector

The accuracy and robustness of correspondence detection depends on how effectively the image descriptor can capture the local and global properties of the given point. In a registration context, it
Fig. 1. Overview of the motion estimation algorithm. The algorithm starts with the fuzzy segmentation of the MR cine sequence, followed by the generation of the template sequence and the generation of the attribute vectors. The 4D transformation is then estimated in a multi-scale fashion by minimizing the energy functional.

Fig. 2. The formulation of myocardial motion estimation as a 4D image registration problem. The problem of motion estimation can be thought of as a 4D registration problem of the sequence with another 4D sequence which is formed by the replication of the end-diastole image.

is desirable that these descriptors are scale and rotation invariant. The heart does not have many geometrically discernible points and most local descriptors, such as intensity and gradient information, fail to capture the uniqueness of a given voxel. In order to register two image sequences accurately, we design for each point a morphological signature, i.e., an attribute vector \(a(x,t)\), for the purpose of minimizing the ambiguity in image matching and correspondence detection during the deformable registration procedure.

The attribute vector defined at each voxel, \(x\), in the image reflects the underlying structure at different scales. Each attribute vector includes not only image intensity, but also boundary, and geometric moment invariants (GMIs) [3], all of which are computed from the 3D spatial images. The attribute vector, \(a(x)\), is made up of three components \(a_1(x)\), \(a_2(x)\), and \(a_3(x)\). \(a_1(x)\) represents the edge type of the voxel \(x\) in the image. In cases where hard segmentation is available, it is a scalar value and takes one of 7 discrete values, corresponding to 7 edge types such as non-edge and six combinations of edges between the myocardium (M), blood (B), and the surrounding tissue (S). In this paper, we use results from a fuzzy segmentation algorithm proposed by Pham et al. [22]. Each voxel, \(x\), has the tissue classification result as a vector \([CM, CB, CS]^T\), where \(CM\), \(CB\) and \(CS\) take the real values between 0 and 1.0, and \(CM + CB + CS = 1.0\). The attribute \(a_1(x)\) is represented by a 3\(\times\)1 vector which is the maximum difference between the voxel \(x\) and its neighboring voxels (in a 3\(\times\)3 neighborhood \(N(x)\)). That is,

\[
a_1(x) = \arg \max_{z \in N(x)} \| [CM, CB, CS]^T - [CM, CB, CS]^T_x \|. \tag{1}
\]

\(a_2(x)\) is a scalar that represents the gray scale intensity of the voxel \(x\), which has been normalized to have values between 0 and 1.
The normalization is performed relative to the minimum and maximum values over the entire sequence.

The vector $a_i(x)$ comprises of the GMIs of each tissue at different scales. For each scale and each tissue type, there are thirteen rotation invariants that are calculated from the zero-order, second-order, and third-order 3D regular moments [23]. GMIs are computed from different neighborhood sizes, and are concatenated into a long attribute vector. GMIs at a particular scale are calculated by placing a spherical neighborhood, of radius $R$, around each voxel and calculating a number of parameters that are invariant to rotation. GMIs can characterize the geometric properties of objects and are especially useful in distinguishing a voxel from close neighbors which can have similar intensity and edge types. The spherical neighborhoods are normalized to the unit sphere, which thus normalizes the GMIs in turn. The detailed definitions for attribute vectors are given in [3].

It is worth noting that for the generated image sequence $T(x,t)$, we need only to compute attribute vectors for one 3D image and other identical images will have the same set of attribute vectors.

2.2.1. Attribute similarity

Cine MR images carry very little information within the myocardium, since generally the blood is bright and the myocardium is dark. Therefore, the blood–myocardium interface provides valuable information for cardiac motion estimation. For this reason, we require that the boundary voxels in the template deform to the same boundary type in the subject. We therefore incorporate the benefits of both the surface-based and image-based motion estimation approaches by requiring the boundaries to match up and allowing the attribute similarities to determine correspondences in other areas.

This leads to our definition of the similarity between two voxels $x$ and $y$ as

$$m(a(x),a(y)) = \begin{cases} 0 & \text{if } a_i(x) \neq a_i(y) \\ c([a_2(x)a_3(x)], [a_2(y)a_3(y)]) & \text{otherwise} \end{cases}$$ \hspace{1cm} (2)

where $c([a_2(x)a_3(x)], [a_2(y)a_3(y)])$ is the similarity of the second and the third parts of the attribute vectors, which is defined as

$$c([a_2(x)a_3(x)], [a_2(y)a_3(y)]) = (1 - |a_2(x) - a_2(y)|) \prod_{i=1}^{K} (1 - |a_i(x) - a_i(y)|).$$ \hspace{1cm} (3)

where $a_i^k(x)$ is the $i$-th element of $a_k(x)$ that has a total of $K$ elements. Since we use fuzzy segmentation and the attribute $a_1$ is a 3x1 vector, the inequality $a_1(x) \neq a_1(y)$ is replaced by $(a_1(x),a_1(y)) < \varepsilon$, where $(\cdot,\cdot)$ is the inner product and $\varepsilon$ was selected to be 0.1 in the experiments reported in this paper. In addition, we define the distance between two attribute vectors as $d(a(x),a(y)) = 1 - m(a(x),a(y))$. The effectiveness of the attribute vector in localizing a specific voxel is shown in Fig. 3. In Fig. 4, we demonstrate the effectiveness of the attribute voxel in detecting correspondence across images acquired at different cardiac phases.

2.2.2. Distinctiveness of attribute vectors

In order to be able to pick focus points for driving image registration, we need to design a criterion for selecting points with distinctive attribute vectors. Notice that the iterative addition of focus points during the progress of image registration also allows us to robustly perform the registration in a fast hierarchical manner. Since, the zero-order GMIs in $a_3(x)$ directly represents the volume of each tissue, they are used to select the focus points. We define the myocardium–blood boundary voxels with relatively high myocardial tissue volume as well as the myocardium-surrounding tissue boundary voxels with relatively low myocardial tissue volume, as being the most distinctive. These are the myocardial regions with high curvature and are therefore more easily identifiable as compared to other boundary voxels. Mathematically, the weight, $w_T(x,t)$, for each voxel $x$ can be computed as $w_T(x,t) = 2(0.5 - V_m)$, where $V_m$ is the total myocardial volume within a unit sphere. The calculated weight is thus used as the distinctiveness of each voxel, and after sorting, to select the focus points during the procedure of energy function evaluation.

2.3. Energy function

We solve the 4D image registration problem by hierarchically matching attribute vectors in the two image sequences and estimating the transformation that minimizes the difference between these attribute vectors. We model the 4D registration as an energy minimization problem, where the energy term includes temporal consistency and spatio-temporal smoothness terms in addition to the attribute similarity terms. The energy function can be written as

$$E = E_F + E_B + E_C + E_S.$$ \hspace{1cm} (4)

Here, the first two terms, $E_F$ and $E_B$ are the image attribute similarity terms, $E_C$ enforces temporal consistency, and $E_S$ enforces spatio-temporal smoothness. Each of these terms is now explained in detail.

2.3.1. Definition

To make the registration independent of which of the two sequences is treated as the template [3,24], the energy function that evaluates the match of two image sequences should be symmetric with respect to the two images being registered. Therefore, we evaluate both the forward transformation $h(x,t)$ and the backward transformation $h^{-1}(x,t)$ and force them to be consistent\(^1\) with each other. This improves the robustness of the motion estimation algorithm since it enforces inverse-consistency during the correspondence detection. In future, we would like to explore alternative strategies for enforcing inverse consistency [25].

With this consideration, we have two attribute similarity terms, i.e., the forward similarity, $E_F$, and the backward similarity, $E_B$, which

\[^1\] From the perspective of correspondence detection, this merely enforces inverse consistency, i.e., a point $y$ is a consistent match for $x$ if $x$ is also the best match for point $y$. 

---

Fig. 3. The similarity evaluated in the neighborhood of a voxel based on the attribute vectors. The yellow point marks the voxel in whose neighborhood the similarity is computed. Red represents higher similarity and green lower similarity. (For interpretation of the references to the color in this figure legend, the reader is referred to the web version of this article.)
The similarity of the voxels marked in Fig. 3 plotted in the mid-systole phase. The original coordinates of the voxels are shown in blue. The most probable correspondences are marked in yellow. It can be seen that the correspondences for the points span across three slices in the mid-systole image different from the one on which the original points were selected. (For interpretation of the references to the color in this figure legend, the reader is referred to the web version of this article.)

are, respectively, defined as

\[ E_F = \sum_{t=1}^{N} \sum_{x} \omega_{T}(x, t) \left( \sum_{(z, \tau) \in n(x,t)} d(a_T(z, \tau), a_T(h(z, \tau), \tau)) \right), \quad (5) \]

\[ E_B = \sum_{t=1}^{N} \sum_{x} \omega_{T}(x, t) \left( \sum_{(z, \tau) \in n(x,t)} d(a_T(h^{-1}(z, \tau), \tau), a_T(z, \tau)) \right). \quad (6) \]

The first term \( E_F \) is defined on the forward transformation \( h(x, t) \), and measures the similarity of attribute vectors between each point in the sequence \( T(x, t) \) and its corresponding one in the sequence \( l(x, t) \). The second energy term \( E_B \) is similar to the first term, but is instead defined on the inverse transformation \( h^{-1}(x, t) \) to ensure that each point in the sequence \( l(x, t) \) also finds its best matching point in the sequence \( T(x, t) \). Specifically, in the forward similarity term, the importance of each point \((x, t)\) in the image registration is determined by its corresponding parameter \( \omega_T(x, t) \), which is designed to be proportional to the distinctiveness of this point's attribute vector \( a_T(x, t) \). The match for each point \((x, t)\) is evaluated in its 4D (3D spatial and 1D temporal) spherical neighborhood \( n(x, t) \), by integrating all differences between the attribute vector \( a_T(z, \tau) \) of every neighboring point \((z, \tau)\) and the attribute vector \( a_T(h(z, \tau)) \) of the corresponding point \( h(z, \tau) \) in the sequence \( l(x, t) \). The difference of two attribute vectors \( d(\cdot, \cdot) \) ranges from 0 to 1 [3]. The size of the neighborhood \( n(x, t) \), \( r \), is large initially and decreases gradually with the progress of the registration, thereby increasing robustness and accuracy of deformable registration.

The radius of the spherical neighborhood, \( r \), is chosen to be the same as the search range, \( \delta \), which is given by

\[ \delta = \delta_0 e^{-r^2/2(0.016)} + 1, \quad (7) \]

where \( \delta \) is the search range, which depends on the current level at which the registration is being performed, \( \delta_0 \) the initial search range for the current resolution, and \( \varepsilon \) the current iteration number normalized to be between 0 and 1. The values of the parameters used in this paper are listed in Table 1.

2.3.2. Consistency

The consistency energy term \( E_C \) measures the attribute vector matching of corresponding points in different time frames of the sequence \( l(x, t) \). This can be written as

\[ E_C = \sum_{t=1}^{N} \sum_{x} \omega_{T}(x, t) \left( \sum_{(z, \tau) \in n(x,t), t \neq t} d(a_T(h(z, \tau), t), a_T(h(z, \tau), \tau)) \right). \quad (8) \]

For each point \((x, t)\) in the sequence \( T(x, t) \), its corresponding point in the sequence \( l(x, t) \) is \( h(x, t) \). Since the sequence \( T(x, t) \) has identical images at different time-points, i.e., same end-diastolic image, points \([x, t], 1 \leq t \leq N\) are the \( N \) corresponding points in the sequence \( T(x, t) \); accordingly, \( N \) transformed points \([h(x, t), 1 \leq t \leq N\) are the established correspondences in the sequence \( l(x, t) \). In this way, we can require the attribute vector \( a_T(h(x, t), t) \) of a point \( h(x, t) \) in the image \( l(x, t) \) to be similar to the attribute vector \( a_T(h(x, t), \tau) \) of its corresponding point \( h(x, t) \) in the neighboring time-point image \( l(x, \tau) \). This requirement is repeated for each position \((z, \tau)\) in a 4D neighborhood \( n(x, \tau) \), and the total attribute-vector difference is weighted by \( \omega_T(x, t) \) to reflect the importance of a point \((x, t)\) in the sequence \( T(x, t) \). In this paper the weight \( \omega_T(x, t) \) used is the same as the distinctiveness weight \( \omega_T(x, t) \) as mentioned above. We use a different notation to stress on the fact that these weights should be biased towards points which are temporally well resolved and not just spatially. The current work does not treat these differently, and this is left as future work.

The use of this energy term makes it easier to solve the 4D registration problem, since the registration of cardiac images at neighboring time-points is relatively easier and thus it can provide a good initialization for 4D image registration by initially focusing only on energy terms of \( E_F \) and \( E_S \).

2.3.3. Smoothness

The fourth energy term \( E_S \) is a smoothness constraint for the transformation \( h(x, t) \),

\[ E_S = \alpha \cdot E_{S}^{\text{Spatial}} + \beta \cdot E_{S}^{\text{Temporal}}. \quad (9) \]

For convenience, we separate this smoothness constraint into two components, i.e., a spatial smoothness constraint \( E_{S}^{\text{Spatial}} \) and a temporal smoothness constraint \( E_{S}^{\text{Temporal}} \), and these two constraints are linearly combined by their own weighting parameters \( \alpha \) and \( \beta \). The values \( \alpha = 1 \), \( \beta = 0.5 \) were used in this paper.

For the spatial smoothness constraint, we use a Laplacian operator to impose spatial smoothness, which is defined as

\[ E_{S}^{\text{Spatial}} = \sum_{t=1}^{N} \int_{\Omega} \left| \nabla^2 u(x, t) \right|, \quad (10) \]

where the Laplacian operator, \( \nabla^2 \), is given by

\[ \nabla^2 f = \frac{\partial^2 f}{\partial x_1^2} + \frac{\partial^2 f}{\partial x_2^2} + \frac{\partial^2 f}{\partial x_3^2}. \quad (11) \]

where \((x_1, x_2, x_3)\) represents the Cartesian coordinates. The Laplacian is numerically computed from the current estimate of the displacement field using a 7-point stencil, which considers the \((x \pm 1, y, z)\), \((x, y \pm 1, z)\) and \((x, y, z \pm 1)\) neighbors for a given voxel \((x, y, z)\).

It is important to remember that all images in the sequence \( T(x, t) \) are the identical end-diastolic image. Since maximum strain is experienced at end-systole, we have to register the end-diastolic image with the end-systolic image using a large nonlinear transformation,
which might be over-smoothed by the Laplacian operator. To avoid this over-smoothing problem, we use a multi-resolution framework, i.e., multi-level transformations, to implement our registration algorithm. Each resolution will estimate its own level of transformation based on the total transformations estimated from the previous resolutions, and the final transformation used to register two image sequences is the summation of all levels of transformations, respectively, estimated from all resolutions. Notably, the Laplacian operator is only allowed to smooth the current level of transformation being estimated at the current resolution, which effectively avoids smoothing the transformations estimated from the previous resolutions.

For the temporal smoothness constraint, we use a Gaussian filter, with kernel size $\sigma$, to obtain an average transformation in a 1D temporal neighborhood around each point $(x, t)$, and force the transformation on this point $(x, t)$ to follow its average transformation in the temporal neighborhood. In this paper we used a Gaussian filter with $\sigma = 1$.

### 2.3.4. Constraints

Since the image sequence is periodic, and represents one cardiac cycle that repeats itself, we need to add a constraint for periodicity. This is because the first image $I_1$ and the last image $I_N$ are temporal neighbors as indicated by solid curved arrows in Fig. 2. In this way, we ensure that each point $x$ moves smoothly along the temporal direction from the end-diastolic image $I_1$ to other time-points, and returns to its original position after completing the 4D image registration, since the first images, respectively, in the two sequences are identical and the transformation between them is thus forced to be exactly zero during the entire registration procedure.

### 2.4. Multi-resolution approach

We perform the registration in a multi-resolution fashion by adaptively selecting different sets of image points that are used to drive the registration. For each resolution, the adaptive selection of focus points is done on the basis of the distinctiveness of the voxels. Initially only the most distinctive voxels are selected. At later iterations, additional less-distinctive voxels are selected and used for refining image registration. In particular, we express the total image similarity energy as a weighted sum of the similarity energies of the individual points. The weights are assigned to the points according to the distinctiveness of the attribute vectors, i.e., we assign large weights for the energy terms of points that are distinctive, such as points with high curvature along the left ventricular wall. We assign a weight of zero to all points that are not to be considered for the global energy term at a given registration level. This allows us to focus on the most suitable points for actively driving the image registration.

The adaptive approach using focus points is superior to standard sub-sampling-based multi-resolution registration techniques for several reasons. First, it potentially avoids errors in the image similarity terms by using only the most distinctive points at each level, rather than using a regular (or random) sampling of the image space. This increases the robustness of the motion estimation, as it is not affected by the similarity of unreliable points, such as points in the ventricular blood pool. Second, as we pick points adaptively, the estimated transformation captures the actual transformation better than a sub-sampled version, even at the low resolution levels, i.e., we pick more points in regions with more deformation and fewer in regions which are relatively static. Finally, another benefit is that of improved speed of the motion estimation. If we were to solve for the displacement at every grid point on the image, the dimensionality of the cost function that we minimize would be extremely high and the cost function evaluation would be much more expensive. Solving for the displacements at only the focus points reduces the dimensionality of the optimization problem. Thus, the procedure approximates a very high-dimensional cost function (equal to the number of points in the image sequence) by a lower-dimensional cost function of only the active points. This latter function has few local minima, because it is a function of the coordinates of active points, for which relatively unambiguous matches can be found. Therefore, using this strategy, we can speed up the performance of image registration and also reduce the chances of local minima, which in part result from ambiguities in determining the matching pairs of points. The downhill simplex method [26] was used to minimize the cost function.

### 2.4.1. Estimating the parameters used in this paper

Several parameters have been used in this work and the correct choice of these parameters is important for the successful implementation of this method. The parameters were selected empirically by running experiments on simulated and real data to determine the best parameters for the motion estimation.

### 3. Results

Several experiments were performed to validate the accuracy of our motion estimation algorithm, including demonstrating the performance by visual inspection of the resulting warps, motion fields, interface tracking, and ventricular volumes. We also validate the motion fields by comparison to motion estimates obtained using tagged MR data and extracted using the method proposed by Chandrashekar et al. [27].

We acquired cine MR sequences with and without myocardial tagging for 3 healthy volunteers in order to validate our motion estimation algorithm. The cine MR and tagged images were acquired on a Siemens Sonata™ 1.5T scanner during the same scanning session at end-expiration, thus the datasets are assumed self-registered. Short and long-axis segmented $k$-space breath-hold cine TrueFISP (SSFP) images were acquired for three healthy volunteers. The image dimensions were $156 \times 192$ pixels with a pixel size of $1.14 \times 1.14$ mm$^2$. A total of 11 slices were acquired with a slice thickness of $6$ mm and a slice gap of $2$ mm. For validation purposes, we also acquired grid tagged, segmented $k$-space breath-hold cine TurboFLASH images. The image dimensions were $156 \times 192$ pixels with a pixel size of $1.14 \times 1.14$ mm$^2$. The slice thickness was $8$ mm. Three short-axis (SA) (apical, mid-ventricular, and basal) and one long-axis (LA) images were acquired. The MR images were converted into isotropic volumes using cubic spline interpolation prior to motion estimation. All runs were performed on an SGI® Origin® 300 server, using a single processor, and took on average 2.5 h for the entire motion estimation.

### Table 1

List of the parameters used in this paper.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Low level</th>
<th>Mid level</th>
<th>High level</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Iter}$: the maximum iteration number</td>
<td>50</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>$R$: subvolume radius used to compute the GMIs (in mm)</td>
<td>15</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>$h_0$: the initial search range (in mm)</td>
<td>28.8</td>
<td>14.4</td>
<td>6</td>
</tr>
</tbody>
</table>

We used the same set of parameters for all the results shown in this paper.
3.1. Visual inspection of motion estimation results

The first experiment evaluates the performance of the proposed method by visual inspection of the deformation field and the warped images. We evaluate the smoothness of the deformation field by evaluating the determinant of the Jacobian matrix over the entire myocardium, and verify that this is positive at all voxels. The deformation field, and correspondingly the motion estimates, can additionally be evaluated by warping the end-diastole image and comparing the warped images with the original images. All of the cine sequences in our test datasets had 33 time frames; selected frames along with their warped counterparts are shown in Fig. 5. The similarity between the original and the warped images can be seen in these images, even for the end-systolic frames where the deformation is large. The deformation vectors over the left ventricular region are shown in Fig. 5(c); note that these are in agreement with expectations of myocardial motion based on other methods of estimation.

An important benefit of motion estimation is that we can use the estimates to perform boundary tracking and segmentation. In other words, if one of the time frames is labeled or segmented, this information can be propagated to the other frames. This can also be used to evaluate the accuracy of the motion estimation algorithm, as we can compare the segmentation results with those performed by hand. The tracking results are shown in Fig. 6, where the myocardial walls are marked in red. For the first frame, these contours are obtained by a semi-automatic segmentation procedure using the method in [22]. These semi-automatically segmented contours can be propagated to the other frames based on the deformation fields obtained from the 4D registration procedure. The deformed contours are shown in both the long and short-axis views of the heart; the blood–myocardium interface is tracked accurately in both views and over different time-frames.

Additionally, a point in the myocardium can also be tracked temporally, as shown in Fig. 7. This result demonstrates the temporal smoothness of the motion estimation, which cannot be interpreted easily by observing the motion fields. An alternate way of interpreting this is to analyze the left-ventricular volume, obtained using manual segmentation and by using the motion estimates, as seen for
Fig. 7. Tracking/labeling results in temporal views of two short-axis lines. The red colors indicate the labeling results on the left and right ventricular boundaries. (For interpretation of the references to the color in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Left ventricular volume of a selected subject, segmented by our algorithm (blue-solid curve) and by hand (red-dotted curve) over all frames in a cardiac cycle. (For interpretation of the references to the color in this figure legend, the reader is referred to the web version of this article.)

Fig. 9. The determinants of the Jacobian of the deformation field displayed for frames around end-systole. The maximum volumetric change observed is ∼4%, which is consistent with the nearly incompressible properties of the myocardium.

one particular subject in Fig. 8. The motion estimation based volume curve is smoother than the one obtained by manual segmentation, but is in general agreement with the latter. We manually segmented the left ventricle for 8 subjects, 3 volunteers, and 5 with suspected cardiomyopathy, and evaluated the difference in ventricular volume over the entire cardiac cycle. The average volume error was 3.37%, with standard deviation 2.56%; and average volume overlap error was 7.04%, with standard deviation 3.28%. The correlation coefficient between the manual and automatic segmentations was $r = 0.99$. In addition, the determinants of the Jacobian of the displacement field are shown in Fig. 9. The maximum volumetric change was less than 5% over the myocardium for all subjects. This is consistent with the near incompressibility of the myocardium reported in literature [28]; actually, cardiac motion estimation algorithms have also incor-
Fig. 10. The points picked on the mid-systole frame to generate synthetic datasets for validation. Sample points are shown on the short-axis view (left) and in 3D (right).

Fig. 11. Comparison with left ventricular motion generated using a Kinematic model [1]. We show (a) short-axis and (b) long-axis views of the angular difference between the estimates and ground truth in degrees. The percentage error in the estimation of the determinant of the Jacobian of the deformation field is shown using (c) short-axis and (d) long-axis views in percentages. The average error for all 10 synthetic datasets is shown in (e).
Fig. 12. Virtual tag-planes overlaid on tagged MR images. The virtual tag-planes were obtained by deforming manually drawn lines (and extending perpendicular the end-diastolic image) using the deformation field obtained from the motion estimation procedure. The left frames correspond to end-diastole, the middle ones to mid-systole and the right frame to end-systole. Note good agreement between the virtual and actual taglines in the deformed frames.

Fig. 13. Virtual tag-planes overlaid on long axis views of tagged MR images. The left frame is at end-diastole, the middle frame at mid-systole, and the right frame at end-systole. Observe that there is a good match between the virtual and the real tags, and that the errors are only in the ventricular blood pool.

3.2. Validation using kinematic model of the left ventricle

Since the ground truth motion estimation is not known in most cases, we used motion fields generated by a kinematic model of the heart [30], to generate synthetic motion fields and corresponding images. We manually selected points on the left ventricle in a mid-systole image of a volunteer dataset. These points are shown in Fig. 10. The motion for these points was then calculated using the Kinematic model. The model described by Arts [30], uses 13 parameters to describe the motion of the left ventricle. The parameter $\Delta k_1$ is associated with changes in ventricular volume, $k_2$ with torsion, $k_3$ with the ratio of axial length to diameter, $k_4 - k_7$ with asymmetric linear (shear) deformation, $k_9 - k_{10}$ with rotations, and $k_{11} - k_{13}$ with translations along the x, y and z axes. The values of these parameters (as a function of time) were selected to approximate those reported in [30]. Specifically, the principal modes were approximated by,

$$
\Delta k_1 = a_1 \sin(\pi(t + b_1)) ,
$$

$$
k_2 = a_2 \sin(\pi t) ,
$$

$$
k_3 = a_3 \sin(\pi t) ,
$$

where $a_1 = a_2 = 0.1$, $b_1 = 1$, and $a_3 = 0.05$. The time parameter, $t$, was selected such that, $t = 0$ at mid systole, $t = -0.5$ at end-diastole and $t = 0.5$ at end-systole. These numbers match closely with those reported in [30]. The temporal profiles for the remaining parameters were manually selected to approximate the values reported in [30]. A dense motion field was estimated over the entire image domain by applying a Gaussian smoothing kernel, with $\sigma$ equal to one half the
average distance between the points. The motion field thus obtained was applied to the original mid-systole image to obtain a sequence of images from end-diastole to end-systole. A total of 10 synthetic datasets were created by adding random noise (5–10% of maximum amplitude) to the principal modes of variation \( \langle \Delta k_1, k_2, k_3 \rangle \).

Motion fields were estimated using our algorithm on the synthetic dataset, and the estimated motion fields were compared against the original motion fields (ground truth). The accuracy of the motion estimation was evaluated by computing the angle between the estimated displacement vector and the ground truth displacement. The estimated displacement fields are defined to be in agreement with the ground truth if the angle between them is within a tolerance angle \( \theta \). In order to assess the match, we determine the tolerance angle for which 95% and 99% of all the voxels in the left ventricle are in agreement. The results are presented in Fig. 10. As can be seen, in all cases there is very good agreement \( \langle \theta < 7^\circ \rangle \) in the vector fields. Additionally, the determinant of the Jacobian of the displacement field was compared over the LV myocardium. The RMS error for the estimated determinant of the Jacobian with respect to the ground truth is shown in Fig. 11, as well.

3.3. Validation against tagged MR images

Although the above mentioned validation schemes ascertain to a certain extent the accuracy of the obtained motion field, they are limited to validation based on visual inspection of prominent features like the myocardial boundary, or based on simulated datasets. Evaluating the accuracy of the registration and consequently the motion estimation in other regions, for example inside the myocardium, is not as straightforward. In order to overcome this, we use the motion estimates obtained to place virtual tag-planes on the tagged images. The virtual tag-planes are drawn manually on the end-diastolic image as planes perpendicular to the image plane. These are deformed according to the motion estimate to obtain the virtual tag-planes for the other frames. Visual comparison of these with the actual tags is an effective way of estimating the accuracy of the motion estimation procedure, even in areas without visually discernible features. These results are shown in Figs. 12 and 13.

To quantize the accuracy of the agreement with the virtual tags, tag-intersection points were manually detected by an observer in three different short-axis slices and one long-axis slice for all time frames between end-diastole and end-systole, including 20 points on the SA slices and 14 points on the LA slices. The root mean square error between the in-plane displacements estimated from the registration algorithm and the actual in-plane displacements as measured by the observer are presented in Fig. 14. It can be seen that the average error is within acceptable limits (2 mm) and support our claim to the estimation of accurate motion estimation.

In order to further evaluate the accuracy of the motion estimates obtained using our method, we extracted the motion fields from the tagged MR images using the method proposed by Chandrashekara et al. [27]. We compared the determinant of the Jacobian, calculated in blocks corresponding to the tag spacing (8 mm). The average error in the determinant of the Jacobian between the two methods was 5.63% with a standard deviation of 3.44%.

3.4. Strain computations

In order to further validate the proposed method, strain analysis was performed on the three subjects and compared with strain estimates obtained using the method proposed by Chandrashekara et al. [27]. Strain analysis during systole was performed by dividing the LV into the standard segments of the American Heart Association (AHA).\(^2\) Myocardial motion was recovered using both methods and used to compute the radial and circumferential strains. The motion estimated for the method proposed by Chandrashekara et al. [27] were obtained using tagged MR images, whereas we computed the motion estimates for our method using the Cine MR sequences. The average peak strains and standard deviations at end systole are presented in Table 2. As can be seen, the strains estimated by both methods are in general agreement with each other. It is important to note that the strains obtained from the cine sequences compare very well with those obtained using tagged MR

\(^2\) We use a simplified 12 segment model, dividing longitudinally into basal, mid-ventricular, and apical sections, and dividing each into 4 segments, septum, anterior, lateral, and inferior.
images. This is a confirmation of the quality of our motion estimation algorithm.

4. Conclusion

A 4D deformable registration method for estimation of cardiac motion from MR image sequences was presented, and experimentally tested. The cardiac motion estimation was formulated as a 4D image registration problem, which simultaneously considers all images of different time-points and further constrains the spatiotemporal smoothness of estimated motion fields concurrently with the image registration procedure. Also, compared to other motion estimation methods that use relatively simple features such as curvature of the left ventricular border, our method uses a rich set of attributes, including GMIs, to distinguish the corresponding points across different time-points, thereby maximally reducing ambiguity in image matching. Finally, by selecting the active points hierarchically based on the degree of distinctiveness of their attribute vectors, the proposed registration algorithm has the potential to produce a global solution for motion estimation.

The performance of this 4D registration method for cardiac applications has been evaluated by visual inspection as well as quantitative validation using tagged MR images. Experimental results demonstrate good performance of our method in estimating cardiac motion from cine MR sequences. The motion estimates are statistically similar to the motion of tag lines obtained from tagged MR images. In addition, the radial and circumferential strain estimates obtained by our methods from cine MR images compare favorably with those obtained from co-registered tagged MR images. Cine MR images are commonly acquired in a clinical setting, and the use of our algorithm may obviate the need to acquire additional tagged images to estimate myocardial motion. In addition, our method allows for dense estimates of myocardial motion, which is not restricted to the intersection of tag lines, thus helping detect abnormal myocardial motion and also potentially improving early diagnosis and treatment planning of cardiomyopathies.
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Table 2

Average peak strain and standard deviation at end-systole for 3 healthy subjects.

<table>
<thead>
<tr>
<th>Region</th>
<th>Our method</th>
<th>Chandrashekar et al. [27]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Radial</td>
<td>Circumferential</td>
</tr>
<tr>
<td></td>
<td>Radial</td>
<td>Circumferential</td>
</tr>
<tr>
<td>Basal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Septum</td>
<td>0.21 (0.12)</td>
<td>0.22 (0.14)</td>
</tr>
<tr>
<td>Anterior</td>
<td>0.26 (0.06)</td>
<td>0.25 (0.09)</td>
</tr>
<tr>
<td>Lateral</td>
<td>0.27 (0.08)</td>
<td>0.29 (0.11)</td>
</tr>
<tr>
<td>Inferior</td>
<td>0.26 (0.07)</td>
<td>0.26 (0.06)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mid-ventricular</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Septum</td>
<td>0.24 (0.10)</td>
<td>0.23 (0.12)</td>
</tr>
<tr>
<td>Anterior</td>
<td>0.27 (0.07)</td>
<td>0.31 (0.13)</td>
</tr>
<tr>
<td>Lateral</td>
<td>0.21 (0.05)</td>
<td>0.27 (0.09)</td>
</tr>
<tr>
<td>Inferior</td>
<td>0.17 (0.06)</td>
<td>0.22 (0.08)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Septum</td>
<td>0.14 (0.08)</td>
<td>0.12 (0.11)</td>
</tr>
<tr>
<td>Anterior</td>
<td>0.13 (0.04)</td>
<td>0.15 (0.05)</td>
</tr>
<tr>
<td>Lateral</td>
<td>0.14 (0.06)</td>
<td>0.14 (0.05)</td>
</tr>
<tr>
<td>Inferior</td>
<td>0.11 (0.05)</td>
<td>0.12 (0.04)</td>
</tr>
</tbody>
</table>
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